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 1.1 What is the Philosophy of Social Science? 

 Human nature is a social nature. Because the central questions of philosophy 
concern what it means to be human, philosophers have been thinking about 
the fundamental characteristics of society since antiquity. In the nineteenth 
century, anthropology, sociology, economics, and psychology broke away 
from philosophy. Th e central questions of the philosophy of social  science  
arise with the birth of these empirical disciplines. While they distinguished 
themselves with new methods, their theories were continuous with those 
proposed by philosophers from Plato to Mill. Th e  philosophy  of social science 
examines some of the perennial questions of philosophy by engaging with 
the empirical study of human society. 

 Th e questions distinctive of the philosophy of the social sciences are 
encompassed within three broad themes: normativity, naturalism, and reduc-
tionism. Th e questions of normativity concern the place of values in social 
scientifi c inquiry. Social science is closely linked to social policy concerns, 
so can social science be objective? Th e social sciences also theorize about the 
origin and function of values, rules, and norms within human society. Th ey 
thereby touch the foundation of ethics. Th e questions of naturalism concern 
the relationship between the natural and the social sciences. Must the social 
sciences emulate the successful methods of the natural sciences? Or are there 
dimensions of human society that require unique methods or kinds of theo-
rizing? Th e questions of reductionism ask how social structures relate to the 
individuals who constitute them. Do churches have causal powers over and 
above those of their members? Or can all social-level correlations be explained 
in terms of individual beliefs, goals, and choices? 

 Ultimately, the questions of the philosophy of the social sciences are about 
our place in the universe. What is the source of value? How is human nature 
related to non-human nature? What can we know? Refl ection on the social 
sciences therefore contributes to the fundamental inquiries of philosophy. 
Th e topics of this book are commonly discussed in theoretical and method-
ological writing in the social sciences. Th erefore, refl ection on these philo-
sophical themes also contributes to the fundamental inquiries of the social 
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sciences. Th e philosophy of the social sciences is an inherently interdisciplin-
ary activity. When done well, it can advance both philosophy and the social 
sciences. 

 Th roughout this book, we will tack back and forth between examples of 
social scientifi c research and philosophical argumentation. Th e examples will 
have two roles in our discussion. First, the examples illustrate how important 
philosophical questions are built into social scientifi c research. We will extract 
these questions and examine answers put forward by philosophers and social 
scientifi c theorists. Th en—and this is the second role—we will use the 
examples as a testing ground for the philosophical views. Positions taken by 
philosophers ought to help us resolve the social scientifi c puzzles which gave 
rise to the questions in the fi rst place. Let us begin, then, by looking at 
some examples of social scientifi c research. In the next section, we will 
elaborate on the issues of normativity, naturalism, and reductionism to which 
they give rise. 

 The Democratic Peace 

 Modern democracy emerged in the late eighteenth and early nineteenth 
century with increasing popular participation in voting and offi  ce-holding. 
Th e republics in France and the United States put decision-making power 
into the hands of elected representatives. Th eorists postulated that the respon-
siveness of leaders to the will of the people would bring an end to war. 
Immanuel Kant, in an essay entitled “Perpetual Peace,” argued this way: 

 Now the republican constitution apart from the soundness of its origin, 
since it arose from the pure source of the concept of right, has also the 
prospect of attaining the desired result, namely, perpetual peace. And 
the reason is this. If, as must be so under this constitution, the consent 
of the subjects is required to determine whether there shall be war or 
not, nothing is more natural than that they should weigh the matter 
well, before undertaking such a bad business. For in decreeing war, they 
would of necessity be resolving to bring down the miseries of war upon 
their country. 

 (Kant 1903 [1795], 121–2) 

 Kant’s argument considers the rational course of action for a group of people 
who govern themselves. Since the costs of war are so high, it would be 
irrational for the citizens of a state to vote for war unless the situation was 
dire. Elected governments will, therefore, be reluctant to go to war. As a 
philosophical argument, the reasoning seems sound. But we know from 
experience that people are not perfectly rational. So it raises an interesting 
question: Are democracies less likely to go to war? Th is question has been 
at the heart of an extensive social scientifi c literature. Th e evidence suggests 
that while democracies are not less warlike in general, they very rarely go 
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to war against each other. Indeed the correlation is so strong that some have 
proposed this “democratic peace” to be a law of the social sciences. 

 Th e democratic peace is one of many cases where philosophical positions 
and arguments have directly inspired social scientifi c research. You might 
think that this would permanently fi x the philosophical assumptions of social 
scientifi c theories, but it doesn’t. Kant’s argument, for example, supposes 
that the free choices of the citizens determine whether a nation goes to war. 
If researchers hewed closely to Kant’s presuppositions, they would look at 
why individuals voted or did not vote for war-mongering politicians. By 
contrast, many social scientists have examined whether particular kinds of 
government institutions cause or inhibit war. In other words, their philo-
sophical assumption is the opposite of Kant’s: Th e causes of war are found 
at the social level. Scientifi c research tends to be diverse in its assumptions, 
even when the question is as focused as the question of why democracies 
do not go to war with each other. Diff erent answers appeal to distinct 
philosophical commitments. In this domain, the philosophical diff erences 
include disputes about whether human events can be explained by causal 
laws and whether communities exist over-and-above the individuals who 
compose them. 

 Azande Witchcraft 

 Anthropologists have long been fascinated with beliefs about supernatural 
agents. It is common for humans to see the world as populated by beings 
that can pass through solid walls or change from human to animal form. 
Very often, the beliefs seem to fl y in the face of simple common sense. In 
a famous study of the Azande, an ethnic group of central Africa, E. E. Evans-
Pritchard reported practices that seemed rather incoherent to him. Among 
the Azande, “witches” (Evans-Pritchard’s translation) were people who had 
the power to cause misfortune. When someone suddenly fell ill and died, 
a witch might be responsible. When this happened, the family would demand 
retribution. To determine the identity of the responsible witch, the Azande 
had a practice of consulting oracles. On the basis of the oracles, they would 
perform “vengeance magic” to kill the witch. Incoherencies arise when there 
are multiple deaths and multiple oracles. Evans-Pritchard wrote: 

 If it were known that the death of a man  X  had been avenged upon a 
witch  Y  then the whole procedure would be reduced to an absurdity 
because the death of  Y  is also avenged by his kinsmen upon a witch  Z.  

 (Evans-Pritchard 1937, 27) 

 Was  Y  a witch or not? According to  X ’s kinsmen he was (because the oracle 
said so), and their vengeance magic killed him. According to  Y ’s kinsmen 
he was an innocent man who was killed by witch  Z,  as proved by their 
oracle and vengeance magic. In practice, Evans-Pritchard notes, the oracles 
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and vengeance magic are family secrets. Th is kept the contradiction from 
being exposed, but it hardly resolves the puzzle. We can see that the practice 
is self-contradictory in principle. Why didn’t the Azande notice? 

 When Evans-Pritchard wrote about the Azande, anthropologists were in 
the midst of a debate about “primitive rationality.” Some anthropologists of 
the nineteenth and early twentieth centuries proposed that ways of thinking 
evolved. Groups like the Azande were still at an earlier stage of psychological 
evolution, where logic had not yet taken hold and magical thinking pre-
dominated. Others, including Evans-Pritchard, thought that the variety of 
human practices and beliefs now observable did not represent holdovers 
from an earlier period. All humans have the same intellectual abilities. Azande 
witchcraft looks puzzling to us only because we have not yet understood it. 
Th e problem is to properly understand the Azande. If the Azande understood 
their practice of vengeance magic as Evans-Pritchard did, they couldn’t 
continue to practice it in good faith. If they practice vengeance magic in 
good faith, Evans-Pritchard must have misunderstood it. How can we come 
to understand what “witchcraft” means to the Azande? Th ese theoretical and 
methodological questions of anthropology can be asked in ways that are 
quite familiar to philosophers: How can I know the contents of another 
person’s mind? Are all humans rational? And what does “rationality” amount 
to anyway? 

 Freedom Riders and Free Riders 

 Why did Rosa Parks refuse to give up her bus seat to a White passenger? 
When the bus driver ordered Rosa Parks and three other Black passengers 
to move, the others complied. No doubt they too were fed-up with laws 
that humiliated them. But defying the driver’s order carried a high risk of 
punishment. Each individual therefore had a strong motivation  not  to chal-
lenge the system of segregated seating on the buses of Montgomery, Alabama. 
Yet if all acted together, the laws would change. Th e Civil Rights Movement 
of the 1950s and 60s eventually succeeded only because enough people 
defi ed the punishments. Social movements and revolutions all face the same 
problem. From the point of view of each individual, there are substantial 
costs to participating. At the same time, everybody benefi ts if the system 
changes. Th e rational choice for each individual, then, is to sit on the side 
and let others pay the costs of participation. If the movement fails, the 
individual loses nothing; if it succeeds, those who gave up their seats benefi t 
from it just as much as Rosa Parks did. Paradoxically, then, social movements 
and revolutions should never get started. Problems of the same form—what 
are sometimes called “free rider” problems—show up in several fi elds. In 
economics, it arises as the tragedy of the commons. In anthropology, it is 
the puzzle of how human cooperation could have evolved. 

 At least sometimes, revolutions and social moments succeed, people con-
serve public resources, and we cooperate altruistically. Free rider problems 
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get solved, but how? Answers to this question encompass two deeply diff erent 
conceptions of human nature. Th e classical liberal view treats humans as 
autonomous choosers, each seeking his or her best interest. Community is 
possible only when the incentives make actions that are benefi cial to the 
group also benefi cial to the individual. Systems of norms and laws can sup-
port social coordination, but they raise new questions. Why do people follow 
norms that are contrary to their self-interest? On the other side of the 
philosophical divide, communitarians see humans as fundamentally social 
and oriented toward each other. Identity with a group and its norms is 
integral to human life. On this side of the issue, questions of agency push 
to the fore. How can an individual decide that some social norms are  wrong  
and act in ways that subvert the dominant cultural ethos? What force does 
a social norm have, and from where does it arise? 

 Philosophy in the Social Sciences 

 In each of these examples, concepts and questions of longstanding interest 
to philosophers are close to the surface. In pursuing their questions, social 
scientists take positions on matters that have deep roots: conceptions of 
human agency, rationality, epistemological justifi cation, value, causation, and 
community. Th e philosophical task is to link the social scientifi c commit-
ments to the larger literature in philosophy. After all, there have been some 
pretty smart people who have thought about these matters over the last 
2,000 years or so. Awareness of the philosophical issues and the ability to 
critically evaluate the philosophical commitments of a theory or methodol-
ogy can signifi cantly sharpen social scientifi c inquiry. Th e fl ip side of the 
deep kinship of philosophy and the social sciences is that contemporary 
social scientists are developing answers to ancient philosophical problems. 
Th e thinkers who we now identify as philosophers drew on the social theories 
of their time. Today, we have a rich resource of empirical evidence and 
theory that bears directly on traditional philosophical questions. Just as there 
is philosophy in the social sciences, there is social theorizing in philosophy. 
Th e philosophy of social science tries to hold both up to critical scrutiny. 

 Before getting too far into our discussion, something needs to be said 
about the word “science.” As we will discuss presently, one of the big issues 
in the philosophy of the social sciences is whether inquiry into the social 
world is diff erent from inquiry into the natural world. Th is issue is often 
framed as a debate over what counts as a “science.” Many disciplines have 
seen fractious debates over whether the fi eld should be thought of as “sci-
entifi c.” To some ears, speaking of “the philosophy of social  science ” is already 
to focus on a limited set of theories, methods, and questions. However, the 
question of how social inquiry is related to natural inquiry is not best 
approached by demarcating what is and is not science. Our questions are 
about the form and structure of inquiry into the social world, and it would 
beg the important questions to limit the possibilities at the outset. In this 
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book, therefore, “social science” will be understood broadly as including all 
systematic empirical investigation into the activities of human beings, with 
a special interest in those things we do together, as part of larger social 
groups. It explicitly includes methods like interviews and participant obser-
vation. And unless otherwise specifi ed, “theory” is not restricted to talk of 
causes and laws. “Th eory” includes all the ways that social scientists formulate 
and express their results. 

 Th e question of what counts as a social science has a practical dimension 
too. What fi elds are included within the domain of the philosophy of the 
social sciences? Th e examples above draw on anthropology, sociology, eco-
nomics, and political science, but what about linguistics, psychology, and 
history? What about medicine, nursing, public health, criminology, educa-
tional studies, and business? Here again, we will take a broad and inclusive 
approach. Th ere is a set of philosophical questions—to be outlined 
presently—which cut across particular theories and methodologies of all the 
disciplines we have mentioned and more. To be sure, there are also philo-
sophical issues specifi c to disciplines. Th e fi elds of history, psychology, and 
economics support well developed philosophical literatures. Indeed, the series 
of which this book is a part includes texts on the philosophy of economics 
(Reiss 2013) and the philosophy of psychology (Bermudez 2005). Th is text 
will cleave to the issues common among all studies of human behavior and 
social interaction. 

 1.2 A Tour of the Philosophical Neighborhood 

 Th e discipline of philosophy is commonly divided into the domains of value 
theory, epistemology, and metaphysics. Value theory concerns issues about 
the source and justifi cation of values, rules, and norms. What makes an act 
morally permissible or a painting good? Epistemology concerns human 
knowledge. What constitutes knowledge and how is knowledge justifi ed? 
Finally, metaphysics asks about the fundamental characteristics of the world. 
What are causes? Are humans free? What does it mean to be rational? It 
should be clear from the three examples introduced in Section 1.1 that the 
philosophy of social science draws on all three of these sub-fi elds. What, 
then, makes the philosophy of social science distinctive as a domain of 
inquiry within philosophy? 

 Th e answer provided so far is that the philosophical questions arise out 
of the practice of a collection of empirical disciplines called “the social sci-
ences.” So far so good, but is there anything that ties these questions together? 
I think not, at least, not in any strong sense. Any attempt to strictly demar-
cate the philosophy of social science is bound to be overwhelmed with 
counter-examples. More importantly, such strict discipline would stunt our 
inquiries. As you study philosophy you will fi nd that one question leads to 
another, sometimes in unexpected ways. Th e fi eld of philosophy is crisscrossed 
by intellectual lines of inquiry, and the boundaries among domains must 
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remain fuzzy if we are to follow where our investigations lead. Th at said 
there are some prominent, well-trodden paths to which we will fi nd ourselves 
returning. Th ree themes, which are distinctive of the philosophy of social 
science, will run throughout this book: normativity, naturalism, and 
reductionism. 

 Normativity 

 Issues about norms, values, and rules enter the social sciences in two rather 
diff erent ways. On one hand, the norms, values, and rules of specifi c societies 
are part of what the social sciences study. On the other, there are norms, 
values, and rules that social scientists recognize and are part of  their own  
society. Let us begin with the second. 

 Th e idea that democracies do not wage war on other democracies has 
fi gured in the rhetoric and practice of American foreign policy. Th at social 
science should support social policy in this way is not surprising. Indeed, 
one might argue that the only way to create eff ective social programs is to 
know how the social world works. Th is line of thought presupposes that 
social science and social policy are independent. Some critics have argued 
that the expediencies of American foreign policy infl uenced the social scientifi c 
investigation of the democratic peace hypothesis. As you might imagine, 
defi ning “democracy” and “peace” is crucial to the research. Critics argue that 
these concepts cannot be defi ned in ways that are completely independent 
of political values. So commitments to how we ought to be conducting our 
foreign policy infl uence the data and theories on which policy is based. In 
this way social scientists become involved in disputes over social policy, and 
they have to defend their results as the results of “objective” inquiry. 

 We will explore several issues surrounding values and objectivity. Th e 
primary question concerns  value freedom,  and this will be the topic of 
 Chapter 2 . Must social scientifi c research be conducted without commitment 
to ethical or political values? Many philosophers of social science think that 
the answer is “no”; some kind of commitment is always present, even neces-
sary. Th is answer opens new questions. Th ere are a variety of ways in which 
moral and political values fi gure in social scientifi c research. Selecting data 
to fi t a preconceived agenda obviously constitutes a bias and undermines 
objectivity. Th e consequences of other infl uences are not so obvious. We 
need to understand the variety of ways in which science can be value-laden. 
Th en we need to ask: If the social sciences are not value-free (in a particular 
way), can they be objective? Th is question links the epistemology of the 
social sciences to the question of value freedom. Because of the epistemo-
logical dimension of the question of value freedom, we will touch on it 
again in Sections 3.4, 6.3, and 10.4. 

 Th e question of value freedom is made more complicated by the fact that 
many projects in the social sciences are explicitly political. Critical theory, 
feminist research, and various forms of participatory action research aim at 
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social change. Th ey seek to develop knowledge that will make societies more 
just and humans more free. Can these projects produce social scientifi c knowl-
edge? One might be initially reluctant to say so, but if we exclude them, then 
what are we to think about research that aims to improve student learning or 
reduce crime? Social science is often used in “engineering” projects that are 
explicitly in the service of social policy. Th ese projects challenge us to think 
more deeply about what constitutes objectivity in the social sciences. 

 Questions about the role of values in the social sciences ultimately ask 
about the ways in which we conceptualize “fact” and “value.” In the social 
sciences, these issues arise when theorists try to develop accounts of the 
values, norms, and rules operative in human societies. In the discussion of 
free riders, above, we saw some of the ways that the social sciences often 
invoke norms in their theories. Rosa Parks thought that racial segregation 
was  wrong,  and this was an important reason for her action. It has been 
suggested that one of the ways that social movements and revolutions over-
come the free-rider problem is that the norms and shared values of social 
groups obligate their members to act. (We will discuss this theory further 
in Section 6.1.) From this theoretical point of view, it is relevant that Rosa 
Parks was secretary of the Montgomery NAACP, and that the NAACP 
quickly organized the bus boycott in response. Social scientifi c theorizing 
often makes appeal to norms, rules, and values when explaining both indi-
vidual action and social-level events like social movements or revolutions. 
In so doing, they must make metaphysical commitments about what norms 
 are  and how they are related to individual and group action. Th ese are 
fundamental questions of value theory.  Chapter 7  is devoted to these issues, 
and they are also discussed in Sections 6.4 and 8.3. 

 Naturalism 

 Perhaps  the  distinctive question of the philosophy of social science is whether 
and how the social sciences diff er from the natural sciences. Th e sciences are 
paradigms of empirical knowledge, both of what can be known and how it 
should be established. Not all sciences are equal. Alchemy and astrology were 
once proclaimed “sciences,” but nobody now takes their theories as knowledge. 
On the other hand, physics, particularly Newtonian mechanics, is widely 
taken as a model for scientifi c knowledge. Th e question of whether social 
science is like natural science has therefore been central to the legitimacy of 
the social sciences since their inception. “Naturalism” is the name for a variety 
of views holding that the social sciences should be like the natural sciences 
in some important way. Th ose who think that the social sciences need a 
distinctive method, form of theorizing, or ontology are—you guessed it—
anti-naturalists. Unfortunately, the term is used in a variety of ways. It will 
therefore be useful to engage in a little bit of stipulative defi nition. 

 Since the issues debated cover a wide variety of topics, it will be useful at 
the outset to distinguish epistemological naturalism from metaphysical 
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naturalism. Epistemological forms of naturalism concern issues about theory, 
explanation, and method. In literature on social scientifi c methodology one 
often encounters a distinction between “qualitative” and “quantitative” research. 
Qualitative research uses interviews, participant observation, focus groups, and 
similar methods. It expresses its research results in narrative form, often relying 
on illustrative cases and analyzing long passages of text. Quantitative research 
relies on methods that measure in some way, perhaps through surveys or 
experiments. It aims to uncover correlations and causes, and it may rely on 
mathematically formulated models. When this distinction is introduced in the 
methodology literature, it is usually insisted that qualitative research is deeply 
diff erent from quantitative research. Authors who take this position are there-
fore adopting some form of epistemological anti-naturalism. 

 Metaphysical naturalists hold that humans are part of the natural world, 
and therefore they must be understood in terms of the same causes and 
mechanisms that animate all other creatures. Th ose who oppose metaphysical 
naturalism argue that humans or human societies are distinctive in some 
deep way. Th e arch anti-naturalist of a metaphysical stripe would be René 
Descartes, since he held that human minds were a non-physical sort of 
substance. What makes us human is literally not part of the natural world. 
In contemporary social science, evolutionary and psychological approaches 
have recently taken on a new importance. Th ese are typically naturalistic in 
the metaphysical sense. Evolutionary explanations of how cooperation could 
arise, for example, treat human beings as sharing most traits with other 
animals. Th e challenge is to explain how our specifi c traits, like altruistic 
cooperation, could arise through selection. At the deepest level, the dispute 
over metaphysical naturalism is about whether human nature is part of the 
natural world or outside of it. 

 Naturalism is best understood as a nexus of closely related philosophical 
debates. Th e real work of answering the question—should social scientifi c 
theories/methods/ontologies be like the natural sciences?—is carried out at 
a much lower level of abstraction. Several issues to be discussed in later 
chapters thus fall within the theme of naturalism. 

 A pair of questions forms the core of the debate over epistemic natural-
ism. Does understanding human behavior require special  methods?  And does 
it require forms of  theory  diff erent from those in the natural sciences? In the 
discussion of Rosa Parks and the civil rights movement, above, the problem 
was framed in terms of “free riders.” Given this perspective, the social sci-
entist may use the resources of game theory to analyze and explain social 
movements. Formalizing the preferences of abstract actors in a social move-
ment, the main claims of the theory can be mathematically expressed. Some 
people think that because it abstracts away from the historical individuals, 
this sort of theory misses important issues. Th e real question is how Rosa 
Parks and other civil rights leaders were thinking about the challenges they 
faced. Th is cannot be expressed in terms of correlations or game-theoretical 
analyses. Th is debate will be the main topic of  Chapter 3 , and it will arise 
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again in  Chapter 5 . Th e “qualitative” methods, mentioned above, were 
developed to fi nd out how historical agents like Rosa Parks were thinking 
about their situation. In  Chapter 4 , we will look closely at the epistemology 
of these methods. 

 Questions about causality are staples of both epistemology and metaphys-
ics. Th ey arise across the sciences, but in the social sciences they have par-
ticular resonance. Th e question of free will asks whether human action is 
causally determined. In the social sciences, this question turns into one about 
explanation: Can human action be causally explained? Anti-naturalists argue 
that it cannot because humans act for reasons, and reasons are not causes. 
Th is issue will be explored in Section 5.1, and Section 7.3 will touch on it 
again. Th e empiricist analysis of causation, handed down from Hume, holds 
that causes require laws. Are there laws of the social world? Th e democratic 
peace is sometimes put forward as a law, but this is debated. Many have 
thought that the creativity and complexity of human behavior precludes the 
kind of lawfulness found in the natural sciences. In the last several decades, 
analyses of causation that do not tie causes to laws so tightly have become 
popular. In  Chapter 9 , we will examine these diff erent analyses of causation 
and their consequences for social scientifi c theorizing. 

 Law or not, the democratic peace hypothesis asserts a causal relationship 
between democracy and peace. How could such a causal hypothesis be tested 
in the social sciences? Th e problem, as readers of Hume well know, is that 
the evidence for a hypothesis like the democratic peace is a correlation: no 
observed democracies have gone to war with each other. Th e theory asserts 
an unobserved cause. Th e social sciences have developed several methodologies 
that purport to solve this epistemological problem.  Chapter 10  will evaluate 
formal techniques of causal modeling, case studies, and experimentation. 

 A fi nal broad issue that invokes the theme of naturalism is the role of 
rationality and rules in social scientifi c understanding. Th is issue intersects 
with the theme of normativity; but here we are concerned with the place 
of rules in social scientifi c theory. Social scientists often appeal to rules, but 
one might wonder whether rules really explain anything. Does the fact that 
Hannah  ought  to do something explain why she does it? Naturalists of a 
metaphysical stripe often argue that it does not, but this depends to some 
extent on how norms, rules, and values are conceptualized.  Chapter 7  will 
be primarily devoted to this issue, though it will arise in  Chapter 4 , Sec-
tion 5.1, and Section 8.3 as well. 

 Reductionism 

 Philosophers have often envisioned the sciences as arranged in a hierarchy. 
Physics is the foundation on which chemistry is built, followed in turn by 
biology, psychology, and then the social sciences. Having built such a house 
of cards, one wonders how much it would take to fl atten it. Can the social 
sciences be reduced to psychology, which in turn reduces to biology? Does 
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everything ultimately reduce to physics? Th ese are the questions of reduc-
tionism. Like naturalism, reductionism is a theme that encompasses several 
issues, and like naturalism it comes in both epistemological and metaphysical 
varieties. Th e diff erence between the varieties depends on how “reduce” is 
to be understood. Some have held that reduction is a relationship between 
theories. Epistemological reductionism holds that theories at one level can 
be replaced by theories at a lower level. Everything explicable by sociology, 
for example, is ultimately explicable in terms of psychology. (One need not 
continue, of course; there may be reasons why psychology does not reduce 
to biology.) Metaphysical claims about reduction, on the other hand, contend 
that entities, properties, processes, or events at one level are nothing but 
objects at another. Minds do not exist, the reductionist might say, only 
brains. Like the distinction between epistemological and metaphysical natu-
ralism, it is possible to adopt (anti-)reductionism of both fl avors. It is also 
possible to be one sort of reductionist without being the other. We will 
encounter a number of philosophers and social scientists who accept a 
metaphysical reductionism but do  not  think that theories of the social sci-
ences could be replaced by psychology. 

 Th e themes of reductionism and naturalism overlap, but they are not 
coextensive. Many who argue for reductionism (either epistemological or 
metaphysical) are motivated by naturalistic commitments. Th at is, one might 
argue that because there is one, causally connected world and humans are 
part of it (metaphysical naturalism), social and psychological properties must 
reduce to physical properties. As a rough generalization, it is probably fair 
to say that all reductionists are naturalists. But the converse is not true: not 
all naturalists are reductionists. It could be that the natural world contains 
a variety of fundamental kinds of things which are not all reducible to some 
substrate, and at the same time the social and natural sciences need to use 
the same theory structures and methodologies. Once again, it is diffi  cult to 
resolve the issues when they are considered at this abstract level. Th e broad 
theme of reductionism gets substance from several specifi c issues in the 
philosophy of social science. 

 Students of the social sciences are likely to encounter the phrase “meth-
odological individualism” in the course of their studies. It is the requirement 
that social theories must explain social events in terms of the choices, beliefs, 
and attitudes of individual people. Expressed this way, it is an epistemologi-
cally reductionist thesis. However, arguments for methodological individual-
ism are often a mix of metaphysical and epistemological considerations, and 
 Chapter 6  will be devoted to sorting out these issues. Th e metaphysical 
question is whether churches, schools, armies, and so on are things that exist 
over and above the individuals. Th e reductionist regards a social movement 
or a democratic nation as nothing more than patterns of individual actions. 
Game theory has been a particularly powerful tool for analyzing the way 
that group properties could emerge from individual choices. Section 5.2 will 
present a very brief primer on decision theory and game theory, and we will 
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examine these tools and their application throughout the sections that invoke 
reductionist themes. 

 Methodological individualism reduces social-level objects to individual 
choice and action. Most who advocate this sort of reductionism do not go 
on to explain individual choices in terms of psychological or biological 
properties. Th is raises the question of whether agency and individual action 
have a kind of explanatory priority. A number of recent research programs 
in the social sciences have added new dimensions to this question. Game 
theory is a paradigmatic form of individualism insofar as it assumes that 
individuals rationally pursue actions with the greatest utility. Recent work 
in behavioral economics has revealed striking ways in which humans fail to 
satisfy this assumption. We will consider how these results aff ect game theory 
in Section 5.3. Th ese experiments are consonant with much work in cogni-
tive psychology which seems to explain large-scale features of human behavior 
in terms of sub-conscious, or better, sub-personal processes. (Th e mechanisms 
discovered by contemporary cognitive psychology and neuroscience would 
be examples of “sub-personal” processes or properties.) In Section 6.4 we 
will discuss theories of the evolution of human cooperation that appeal to 
cultural evolution by selective forces acting on human groups. Th is family 
of empirical theories suggests a picture where the level of agency (belief, 
intention, choice) is eliminated and replaced by sub-personal cognitive 
capacities and super-personal social patterns. Not exactly your father’s reduc-
tionism, but spooky nonetheless. 

 Anti-reductionists, or “holists” as they are often called, can point to at 
least two social phenomena that seem to be impossible to explain or analyze 
in individualistic terms: normativity and joint action. It is a philosophical 
commonplace to say that “ought” cannot be reduced to “is”; a norm or rule 
cannot be identifi ed with a pattern of behavior. In  Chapter 7 , we will 
examine some social scientifi c and philosophical attempts to do so. Joint 
actions are things that a single person cannot do alone, such as sing a duet 
or defeat Napoleon’s army. In the last two decades, there has been a fl urry 
of work in philosophy on the question of whether joint actions can be 
explained or understood as an aggregate of individual intentional actions, 
or whether there is some sort of joint intentionality. Th is issue of social 
ontology will be the topic of  Chapter 8 . 

 Excelsior! 

 Th is book is oriented toward both students of the social sciences and students 
of philosophy. When teaching courses to such diverse audiences, I have 
found that the course benefi ts from the knowledge that students can con-
tribute. As you read this, I encourage you to use your philosophical or social 
scientifi c expertise. If you are a social science major, use examples from your 
fi eld to test the views being presented. While it may not always be obvious 
to you, the philosophical issues discussed here are embedded in the 
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theoretical and methodological literature of your discipline. Ask: What is at 
stake for my fi eld when this question is answered one way or another? If 
you are a philosophy major, you will hear echoes from your other courses 
and readings. Use these arguments, concepts, and positions to critique, 
elaborate, and nuance the arguments in the text. Listen also for reverbera-
tions back from the social sciences. As argued above, the social sciences have 
something to contribute to philosophy’s ancient questions about the human 
condition. 

 While this text is self-suffi  cient, I have assumed that you will read it along 
with some of the primary literature in the fi eld. Writing a philosophy text-
book is a bit like being a tour guide, and I want you to get off  the bus and 
explore on your own. Wittgenstein once likened language to “an ancient 
city: a maze of little streets and squares, of old and new houses, and of 
houses with additions from various periods” (Wittgenstein 1953, Section 18). 
Intellectual domains are like cities too, and in giving you a tour I have tried 
to fi nd a path that both explores the important monuments and makes the 
whole city plan intelligible. Th e text will outline some of the important 
arguments and debates, and thereby provide some context as you read con-
temporary contributions and historically important literature. 

 Each chapter will include some advice about further reading. In addition, 
a number of general collections on the philosophy of social sciences have 
been published in the last decade. Th e following collections include synoptic 
essays that go into more detail on the topics of this text: Jarvie and Zamora-
Bonilla,  Th e SAGE Handbook of Th e Philosophy of the Social Sciences  (2011), 
Kaldis,  Th e Encyclopedia of Philosophy and the Social Sciences (2013),  Kincaid, 
 Th e Oxford Handbook of Philosophy of Social Science (2012),  Outhwaite and 
Turner,  Th e SAGE Handbook of Social Science Methodology  (2007), Turner 
and Risjord,  Philosophy of Anthropology and Sociology  (2006), and Turner 
and Roth,  Th e Blackwell Guide to the Philosophy of the Social Sciences  (2003). 



 2   Objectivity, Values, and the 
Possibility of a Social Science 

 When governments make decisions about social policy, they need to answer 
diffi  cult questions. Does raising taxes hurt or help economic growth? Will 
providing a social safety net improve the lives of everyone, or will it decrease 
motivation to work? If we fi x the broken windows and clear the trash from 
the streets of our neighborhoods, will it lower the crime rate? Th e  objectivity  
of scientifi c evidence recommends it as a basis for policy decisions. “Objec-
tivity” in the sense of freedom from pre-existing value commitments seems 
necessary for sound social policy making. At the same time, we know that 
governments support social scientifi c projects. Development of many statisti-
cal methods and concepts, for example, were prompted by needs of policy 
makers. When social policy drives social scientifi c research, one might become 
concerned that the interests of the politicians are infl uencing the results. Is 
it possible to separate politics from social science? 

 Th e question of whether the social sciences are  value-laden  or  value-free  
has both practical and conceptual dimensions. Practically, value-laden 
research would presumably undermine the usefulness of social scien-
tifi c results for social policy purposes. Value freedom means that scientifi c 
results cannot be contested by those with diff erent political interests. If 
the social sciences are value-laden, we need to rethink their relationship 
to social policy. Conceptually, the issue of value freedom is about the 
character of science itself. If the sciences are value-laden, then how can 
we distinguish between good science and poor science? Can we give any 
sense to the notion of objectivity in science? And are the social and natural 
sciences diff erent on this score? Perhaps the social sciences are deeply 
diff erent from the natural sciences precisely because the social sciences 
cannot be value-free. Indeed, some philosophers have gone so far as to sug-
gest that because they are value-laden, the social sciences should not be 
counted as “sciences” at all. 

 2.1 The Ideal of Value Freedom 

 In thinking about cases where political or moral considerations fi gure in a 
scientifi c dispute, there are two questions to ask: 
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 • How are the values infl uencing the science? 
 • What values are involved? 

 One way that values could infl uence scientifi c research, for instance, would 
be when they directly motivate the choice of conclusions. For example, sup-
pose a journal editor refused to publish results that went against his or her 
political views. Th is sort of behavior is an obvious epistemic failure. Not all 
real-life examples look like this, however. How, for instance, should we think 
about social scientists who receive grants from governmental sources? In this 
sort of case, the values of the government infl uence whether the research gets 
done, but it might not infl uence the research practice or conclusions. Is this 
an epistemic failure too? We need, therefore, to ask what sort of values are 
in play and how they are infl uencing the research, and then examine the 
epistemic consequences. With this understanding, we might be able to fi nd 
an appropriate ideal of value freedom for the social sciences. 

 The United States Census 

 Th e United States has a constitutional mandate to count the population 
once every ten years. Th e census determines the number of Representatives 
each state sends to the House of Representatives, as well as the allocation 
of federal funding for education, law enforcement, and similar enterprises. 
A census has been conducted every decade since 1790. While it seems a 
straightforward enough problem, it turns out that counting people is a tricky 
business. Th ere are several issues. 

 First, people do not simply line up to be counted. According to the Center 
for Disease Control, in 2009 there were approximately 2,400,000 deaths in 
the U.S. and more than 4,000,000 births. In the time it has taken you to 
read this paragraph, then, it is likely that more than seven babies have been 
born and four people have died. Since conducting the census takes time, 
we cannot think of it as capturing the exact number of people in the country 
at a particular time. It is more like measuring acceleration than counting 
the beans in a jar. Moreover, those who are alive keep moving about. Th e 
census relies on addresses, but people change addresses. College students 
typically have multiple addresses, and the homeless have no address at all. 

 Second, there is a problem of criteria: Who is to be counted? Obviously, 
citizens should be counted, but since citizenship is a legal status, there are 
interesting borderline cases to be adjudicated. How do we count dual citizens, 
legal immigrants seeking citizenship status, non-citizens serving in the military? 
What about patients in persistent vegetative states, or third-trimester fetuses? 

 Th ird, how are they counted? Two methods have been used traditionally: 
either go door-to-door and count people or mail questionnaires to each house-
hold. Both methods have predictable inaccuracies. Th e door-to-door method 
requires that respondents are willing to talk to the government representative 
who has knocked on their door. An advantage of the door-to-door method is 
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that the census agents can track down people who are hard to reach, like the 
homeless. However, with a population in the hundreds of millions, making 
contact with every citizen is expensive. For this reason, mailed questionnaires 
have come to predominate. However, this method depends on respondents 
who will make the eff ort to fi ll out the form and send it back. Th ose with 
multiple addresses or without an address at all are diffi  cult to count by mail. 

 No census is perfectly accurate; a census may  undercount  or  overcount  the 
population. In the 1990 census, the undercount was approximately 4 million, 
or about 1.6 percent of the population (U.S. Department of Commerce 2013). 
But this didn’t break down evenly across social groups. Th e undercount rate 
for Whites was 0.9 percent, while the rate for Blacks was 4.4 percent and 
Hispanics was 5 percent. How do we know that this many people were missed? 
Th rough a  second  survey sent to the same households. Th e method counts the 
diff erence between the fi rst and second samples. Of those who receive the 
second questionnaire, some will have fi lled out the fi rst census, some will not. 
Th e fraction of those in the second survey who answered the fi rst census is 
then inferred to be the fraction of the whole population who fi lled out the 
survey. Note that this too is subject to both bias (someone reluctant to fi ll 
out the fi rst will be reluctant to fi ll out the second) and random error. 

 As you might imagine, none of this is free from politics. In response to 
the 1990 undercount estimate, the U.S. Census Bureau recommended supple-
menting the direct mail census with a sampling method to estimate the 
under (or over) count. Selected areas would be canvassed by door-to-door 
census takers, and these results would be combined with the mailed forms 
to generate the “true” number. Th is happened at a time when a Democrat 
(President Clinton) was in offi  ce, and some Republicans objected. Th ose 
opposed to the Census Bureau’s plan argued that it was prone to new errors 
and bias, and that it didn’t really count the population, it just made educated 
guesses about it. Th ose who supported it argued that sophisticated sampling 
techniques were likely to generate a more accurate number than either a 
simple mailing or an attempt to contact every individual in the USA. 

 At fi rst look, this seems like a simple issue of scientifi c methodology. Sampling 
methods and the associated statistics are quite sophisticated, and we rely on 
them for the safety of everything from automobiles to power plants. However, 
there are diff erent biases and sources of error (both known and suspected) in 
each method that might be used. Th e debate over which method is the best 
turns partly on our willingness to tolerate particular risks of error. Th e politi-
cians got interested because they saw that the diff erent methods might generate 
diff erent results. Since it was presumed that those groups who were under-
counted were more likely to vote Democratic, Republicans tended to favor 
direct methods (which had a risk of undercounting minorities). Democrats 
tended to support the sampling methods that might increase the estimate of 
the number of Black and Hispanic constituents in their districts. 

 Th e problem is tricky because choice of a census method requires deciding 
what kinds of errors are acceptable. Politics sneaks in because the possible 
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errors have diff erent political consequences, and thus the choice of method 
has political motivation. In light of all this, can we say that there is a sci-
entifi cally best, or objective, way to take a census? Or is our estimate of the 
number of people in the United States always going to be a function of the 
political party who happens to be in power during the census year? 

 Th e issues in census taking make clear the motivations for seeking a value-
free social science. If social science is tainted by politics, one might think 
it could not provide the kind of neutral support policy makers seek. One 
might conclude that the ideal of value freedom requires that values must be 
completely eliminated from methodological decisions. An initial gloss on 
the ideal of value freedom might be this: 

  Strong Th esis of Value Freedom:  Science is objective insofar as values play 
no role in scientifi c research. 

 Th e Strong Th esis is an ideal for science, not a description of how it is 
actually conducted. Proponents of the Strong Th esis can recognize that much 
social science fails to live up to this standard. It is therefore no criticism of 
the thesis that scientists are often infl uenced by moral or political concerns. 
To get a critical grip on the Strong Th esis, we need to ask whether it is truly 
necessary for scientifi c objectivity. 

 Dimensions of Value Freedom 

 To evaluate the Strong Th esis of Value Freedom, let us ask: What values are 
playing a role in the decisions about how to conduct the U.S. census, and 
what role are they playing? Notice that the dispute is about the best method 
for determining the number of citizens living in the United States. Th e 
politicians were not cherry-picking the results; their dispute was about the 
process. So, the considerations of what was best for each political party were 
infl uencing  methodology.  Th is is a point about the role of the values in this 
example. Th e character of the values in play is apparent. Since each party 
wants to increase its number of Representatives, it prefers an overcount of 
people likely to vote in their favor and an undercount of those likely to vote 
against them. Th is is a clear example of a political value infl uencing a deci-
sion about scientifi c methodology. 

 Political values are not the only kind of values to infl uence the census. 
Diff erent methods for taking the census have diff erent virtues. Both a house-
to-house census and a mailed survey are prone to undercounting (though, 
as we have seen, the sources of these errors are slightly diff erent). Sampling 
methodologies correct for these errors, but they raise the risk of overcounting. 
Th is is a particular example of a general problem in methodology. If you’ve 
taken a statistics class, this problem has probably been described in terms 
of “Type I” and “Type II” errors, or perhaps “false positive” and “false nega-
tive” results of a test. (We will discuss these a bit more in Section 2.2.) As 
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a general matter, we cannot simultaneously reduce both the chances of 
undercounting and the chances of overcounting. Th is means that scientists 
are faced with a choice when determining the best method for their study. 
Which risk is more acceptable for the research, the risk of overcounting or 
the risk of undercounting? Th e decision about how to make trade-off s 
between types of error must be based on some kind of value. In the absence 
of any values, there would be no grounds for deciding that one method was 
 better  than another. One can easily imagine cases where this decision did 
not involve any political considerations. In the absence of a political context, 
the decision depends on what is best for the research at hand. Which sort 
of error would most diminish confi dence in the results? 

 You might think that the values involved in the dispute about undercount-
ing and overcounting seem to be of a diff erent kind than disputes over ethics 
or politics. A dispute over the virtues of diff erent methodologies is a matter 
of choosing among diff erent ways to achieve the best science. For this reason, 
many philosophers have distinguished  epistemic values  from moral or political 
values. Something is an epistemic value when it contributes to good science. 
Epistemic values are part of the norms and standards of good scientifi c 
reasoning. A dispute over which method is best, then, must invoke values 
in the judgment that one method is better than another, but these values 
contribute to objectivity. When moral or political values enter into the 
discussion, one might argue, they bias the results and detract from objectiv-
ity. Th e ideal of value freedom, then, must not be understood as excluding 
all values from science. Rather, value freedom requires the exclusion of moral 
and political values—what we will call  non-epistemic  values—from science. 
In the dispute over the census, we see both epistemic and non-epistemic 
values playing a role in choosing the census methodology. 

 Th e distinction between epistemic and non-epistemic values is a distinction 
in the kind or character of the values involved. As we have already seen, how 
the values infl uence the decision makes a diff erence as well. Choosing results 
that fi t a preferred conclusion is an epistemically poor practice, no matter 
what values are motivating it. On the other hand, while choosing a meth-
odology may require values, objectivity seems to be preserved if those values 
are internal to science. Th e problem with the census, one might then say, is 
that the political values got mixed up in decisions that should have been 
properly scientifi c. Generalizing this idea, some philosophers of science have 
distinguished a  constitutive  role for values from a  contextual  role (Longino 
1990). Constitutive values are necessary for an activity. Th ey shape the activity 
from the inside, so to speak, and the activity cannot go on without commit-
ment to constitutive values. Contextual values are part of the environment. 
Th ey may shape the activity, but they are not necessary to conducting it. 

 For a non-scientifi c example of the distinction between constitutive and 
contextual values, one might think of the diff erent roles of aesthetic values 
and money in the performing arts. Judgments about aesthetic virtues are 
crucial to determining the genre of the performance. A distorted guitar 
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might be a good sound for rock music but be awful for folk music. Th ese 
values are thus constitutive of the performance. When the performance 
comes to serve other ends, such as making a living for the artists, other 
values come into play. Th e fact that audiences are more likely to come to 
performances if certain songs are played, for example, might infl uence the 
performer’s choices. In this way, the values that are part of the context come 
to infl uence the activity, even if they are not necessary for it. 

 Whether non-epistemic values undermine the objectivity of social scientifi c 
research depends on whether they are contextual or constitutive. One might 
argue that contextual values do not always undermine the reliability of sci-
entifi c results. Science, even social science, is expensive. Researchers must be 
paid salaries, surveys must be copied and distributed, subjects must be given 
incentives, and so on. Th roughout the history of the social sciences, political 
interest in measurement, prediction, and control of people has led to funding 
for specifi c research projects. Political values determine which research projects 
get funded and which are not (or, in some cases, even forbidden). Does this 
fact undermine the objectivity of the social sciences? One might argue that 
it does not, as long as the political values remain contextual. Funding science 
is a little bit like shining a fl ashlight into the dark: Interests determine the 
direction of the beam, but not what we see when we look. To preserve 
objectivity, once the decision has been made to investigate a particular topic, 
only scientifi c considerations (epistemic values) should govern the research. 

 Th ese considerations show that the Strong Th esis of Value Freedom is too 
demanding a requirement. If values played no role whatsoever in science, 
then scientists could not make decisions at all. Th ere must be some norm 
that makes one method  better  than another. It does not seem to threaten 
objectivity if the values invoked are epistemic. A more moderate thesis of 
value freedom, then, could admit that epistemic values play a role in scientifi c 
research and forbid non-epistemic values. 

 A Moderate Thesis of Value Freedom 

 Th e distinction between epistemic and non-epistemic values and between 
constitutive and contextual value roles permits a more nuanced conception 
of value freedom. We might formulate it this way: 

  Moderate Th esis of Value Freedom:  Science is objective when only epistemic 
values are constitutive of scientifi c practice; moral and political consid-
erations must always remain contextual .  

 Th e Moderate Th esis of Value Freedom has not been universally accepted. An 
initial criticism might be aimed at the attempt to separate contextual and con-
stitutive roles for values. In the example of the census, the political consid-
erations were used to support methodological virtues. Th e Democrats preferred 
the risk of an overcount, while the Republicans preferred the risk of an 
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undercount. It is therefore misleading to say that the trade-off  between false 
positives and false negatives is strictly a scientifi c matter. Th e politics was deter-
mining the relative importance of under- and overcounting citizens. Since all 
science occurs in some social context, one might argue, contextual values will 
always have some infl uence on the core workings of scientifi c decision making. 
In response, the defender of value freedom might agree that, as a practical mat-
ter, moral and political values are always present. Value freedom is an ideal 
toward which we should strive. Moral and political values are not necessary 
for science, and the goal of objectivity requires minimizing their infl uence. 

 Can moral and political values ever become constitutive of a kind of scientifi c 
practice? Philosophers have focused on two potential constitutive roles for 
values in scientifi c practice. First, moral and political values might infl uence 
the justifi cation of theories or the confi rmation of hypotheses. Th is is the role 
that political values apparently had in the arguments over U.S. census meth-
odology. Some philosophers have used the term “impartial” to describe science 
that is value-free in this sense. Science can fail to be impartial when moral or 
political values are used to directly support preference for one conclusion or 
another. Or again, politics might preclude consideration of alternative explana-
tions, narrowing the fi eld of possible hypotheses to be tested. In these cases, 
failures of impartiality would be grounds for criticizing the research. But do 
all failures of partiality lead to bad science? And is it really possible to eliminate 
moral or political values from decisions about which hypotheses are best sup-
ported by the data? Th ese questions will be addressed in Section 2.2. 

 A second way in which moral and political values might appear in scientifi c 
practice is as part of the content of a theory. Th is is the form of value free-
dom advocated by Max Weber: “it can never be the task of an empirical 
science to provide binding norms and ideals from which directives for 
immediate practical activity can be derived” (Weber 1949 [1904], 52). In 
the case of the U.S. census, the  results  of the census were purely descriptive. 
Th ey purported to say how many people lived in various parts of the U.S. 
Th e census says nothing about how many people  ought  to live in a certain 
region. “Oughts” are policy matters; they are Weber’s “binding norms and 
ideals.” Th e census is neutral with respect to them, and value freedom in 
this second sense has been called value  neutrality.  Since scientifi c research 
can tell us something about how the world is, but not how it ought to be, 
one might think that science should be value-free in the sense of being 
value-neutral. However, philosophers have challenged this version of value 
freedom too, and we will consider those arguments in Section 2.3. 

 2.2 Impartiality and Theory Choice 

 Risk and Error 

 In an essay provocatively titled “Th e Scientist Qua Scientist Makes Value 
Judgments,” Richard Rudner argued that non-epistemic values are a neces-
sary part of hypothesis testing and theory choice (Rudner 1953). Rudner 
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begins by pointing out that hypotheses are never proven defi nitively by 
any kind of test; they are only more or less probable. It is always possible 
that the test was mistaken. A standard way to express such possibilities of 
error in statistics is the use of a “p-value.” A p-value is a mathematical 
construct that expresses the probability that the result could have come 
about by chance. A p-value of 0.01 means that there is a 1 in 100 chance 
that that the result could have come about by luck or random variation. 
In other words, if the hypothesis is false, the test would mistakenly show 
that it was true 1 in 100 tries. A p-value of 0.05 means that there is a 5 
in 100 (1 in 20) chance of the test showing that the hypothesis was true 
when it was not. 

 To decide whether to accept a hypothesis, the social scientist will have to 
choose a level for the p-value. Th is will be a threshold for acceptability: If 
the p-value is lower than the specifi ed level, it will be accepted. Rudner 
points out that the choice of level for the p-value depends on the costs of 
being mistaken. Suppose a social scientist is asked to test the effi  cacy of 
training about how to identify songbirds. If students do not really learn how 
to correctly identify a sparrow, then very little is lost. In such a case, it might 
be OK that the hypothesis has a 1 in 20 chance of being unsupported. On 
the other hand, suppose the training was for medical personnel in the use 
of a piece of lifesaving equipment. Since lives are at stake, 1 in 20 might 
be too much of a risk. So the “cost” of a mistake—whether in lives, pain, 
or cold, hard cash—infl uences (and ought to infl uence) the decision to 
demand higher levels of probability. If deciding whether a hypothesis should 
be accepted or rejected is a core activity of science, then the values that 
determine whether the hypothesis is acceptable are playing a constitutive 
role. If Rudner’s argument is correct, then even the Moderate Th esis of Value 
Freedom is an unattainable goal. 

 In response to Rudner’s argument, one might contend that relaxing our 
standards when there is little at stake is just sloppy research. It may be true 
that we can never eliminate the possibility of error, but we can always 
minimize it. If we really want to get at the  truth,  we should always demand 
maximum probability before accepting a hypothesis. Th is response will not 
serve, because there is no simple “maximum probability.” A hypothesis might 
be mistaken in more than one way. Th e hypothesis might be false, but 
confi rmed by the test, or it may be true, yet not confi rmed by the test. 
Th ese two kinds of mistake are often called “Type I” and “Type II” errors, 
or “false positives” and “false negatives.”   Figure 2.1   shows the relationship. 
Unfortunately, we cannot devise a test that will simultaneously reduce the 
probability of false positives and the probability of false negatives. Th ey tend 
to be inversely related. An airport metal detector, for example, may be set 
to be very sensitive, sounding the alarm even if the person has a tiny piece 
of metal on their shoe. Th is setting will ensure that no one carrying a fi rearm 
walks through the scanner. Th at is, it will have a low rate of false negatives. 
On the other hand, many who are not carrying weapons will trigger the 
alarm: there will be more false positives. 
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   Th e Moderate Th esis of Value Freedom tries to preserve scientifi c objectiv-
ity by isolating moral and political values outside of the constitutive activities 
of science. Rudner’s argument seems to show that they seep through anyway. 
Since we cannot (in general) reduce both Type I and Type II errors, when 
devising a test we must choose which kind of error is more dangerous, costly, 
politically contentious, or morally problematic. Th e dispute over the U.S. 
census was precisely about the acceptability of false positives (overcounting) 
and false negatives (undercounting). Since choice of the kind of error to 
minimize determines whether the hypothesis will be judged true or false, 
and since moral and political considerations are relevant to such choices, it 
seems like considerations of moral and political values are necessary for the 
justifi cation of scientifi c theories. If this is correct, then it would be impos-
sible to be impartial in some scientifi c fi elds. 

 What About Objectivity? 

 Suppose that the argument above is sound and science cannot be impartial. 
What should our attitude be toward the sciences? Should we conclude that 
science is just another battleground for political diff erences? Is there any way to 
distinguish between better and worse empirical research? Is there any sense in 
which the social sciences are objective? Th e foregoing arguments thus invite us 
to reconsider what “objectivity” might mean in the context of value-laden inquiry. 

 Objectivity is not a univocal idea. Like many heavily burdened philosophi-
cal ideas, it is used to defend against a number of diff erent philosophical 
dangers, and each of these contrasts shows a diff erent side to the idea. Fol-
lowing Sharon Crasnow’s analysis (2006), we might distinguish three diff erent 
senses of objectivity: 

 1. Objectivity as freedom from bias. 
 2. Objectivity as intersubjectivity. 
 3. Objectivity as reliability. 

Hypothesis is true Hypothesis is false

Test confi rms 
the hypothesis

True Positive
(No error)

False Positive
(Type I error)

Test disconfi rms 
the hypothesis

False Negative
(Type II error)

True Negative
(No error)

  Figure 2.1  Type I and Type II Error s
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 We use the fi rst sense when we say that an advertising claim is not objec-
tive. An advertiser’s interest in selling the goods makes us suspicious that 
their claims are biased. One of the primary concerns about the appearance 
of moral or political values in scientifi c practice is that these values seem to 
bias the results. Th at is, they make us suspicious about whether the scientifi c 
claims are true. Moral and political values can certainly have this eff ect. So, 
if social science cannot be impartial, the challenge is to control or limit the 
biasing eff ects of non-epistemic values. 

 In the second sense, objectivity is contrasted with subjectivity (which is itself 
a complex and multifaceted idea). My feeling of hunger is subjective while the 
fact that I am eating a sandwich is objective. Hunger is a state that bears a 
special relationship to the hungry person (the  subject  of the hunger). It is sub-
jective insofar as the subject of hunger is in a unique position to recognize it. 
Th e fact that I am eating a sandwich is objective insofar as it is easily available 
to anyone in a position to see, and in this sense objectivity means “intersub-
jectivity.” Something is intersubjective to the degree that it is open for critical 
scrutiny by more than one person. Science is taken to be objective because it 
cultivates methods that are public: reproducible experiments, survey data that 
can be counted and re-counted, or interview texts that can be re-read and re-
interpreted. Objectivity in the intersubjectivity sense is thought to be desirable 
because it is the basis for reasoned engagement over scientifi c results and 
processes. Since the theories and the evidence are intersubjective, we can (it 
might be argued) reach agreement about them, at least in principle. 

 Finally, the third sense of scientifi c objectivity derives from the reliability of 
scientifi c methods. A method is reliable insofar as it provides results that are 
likely to be true. Notice that a method might be intersubjective, but unreliable. 
A defective recording device, for example, produces data that is available to 
anyone, but it may reproduce speech at some times and gibberish at others. 
In the reliability sense, objectivity has to do with how well we trust our methods 
to be free from error. In the social sciences, the use of methods that involve 
measurement, such as surveys, is often said to be more objective than the use 
of, say, interviews. One ground for this (but not the only grounds—this critique 
typically invokes the second sense of objectivity too) is that interview subjects 
are often chosen in non-random ways and the number of interviews is typically 
small. Th e purported results from a set of interviews, then, might be an accident 
of the choice of interviewees and not be refl ective of the larger population. 

 If social science cannot be impartial, must it fail to be objective in any 
of these three senses? Th e third sense seems the least threatened. One might 
argue that whether a method is reliable does not depend on the political or 
moral commitments of either the inquirers or the subjects. Judgments of 
reliability do not need to be politically or morally motivated. To preserve 
objectivity, we might demand that judgments of reliability should not be 
based on non-epistemic values. Intersubjectivity can also be preserved even 
if social science is not impartial. Decisions about acceptable types of error 
should be open to criticism and discussion, even if non-epistemic values are 
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required. Arguably, then, social science can be objective in the reliability 
and intersubjectivity senses, even if it is value-laden. 

 Deeper concerns arise when moral and political values bias decisions about 
methodology or otherwise color the results. Th e problem is that biases can be 
diffi  cult to detect. Background beliefs that encompass value commitments are 
often invisible to those who hold them. Th ey can take the form of deep presup-
positions and assumptions that are taken as obvious and rarely articulated. 

 In  Science as Social Knowledge,  Helen Longino argued that the social 
character of science can protect against bias (Longino 1990). Public criticism 
can enhance objectivity in the intersubjectivity sense, and by doing so, it 
can limit bias. Objectivity thus requires mechanisms for public critique from 
a diverse range of voices. Critiques from those who do not share the presup-
positions can bring the value commitments to light. Peer review can have 
this kind of corrective function, but only if several conditions are met. Th e 
critical voices must be heard and the community must be responsive to 
them. Th is requires that there be shared authority, and that the community 
has ways to rationally debate about the diff erent positions. In the end, even 
if some inquiries cannot be impartial, objectivity can be maintained by a 
properly organized scientifi c community. 

 National censuses and other kinds of government-sponsored data gathering 
can be intractably partisan. Decisions about acceptable kinds of error are 
inevitable, and diff erent parties will invoke diff erent political values. If the 
foregoing arguments are correct, then such value-laden science can still be 
unbiased. Public debate over the political values at stake makes the decisions 
intersubjectively evaluable, and the reliability of the methods can be deter-
mined in a value-free way. While it is hard to imagine in these partisan 
times, such arguments project optimism about the possibility of objective, 
yet value-laden, social scientifi c inquiry. 

 2.3 Essentially Contested Ideas 

 Value-Neutrality and Emancipatory Research 

 Value-neutrality is the thesis that social scientifi c theories should describe 
facts, not make policy recommendations. Where impartiality focuses on the 
 process  of justifi cation and theory choice, neutrality concerns the  products  of 
scientifi c inquiry. Value-neutrality forbids scientifi c theories from including 
statements about what  ought  to be done or not done. For example, to say 
that “murder is wrong” is an evaluation, for it says that one ought not to 
commit murder. Value-neutrality would demand that “murder is wrong” 
not appear as a part of a social scientifi c theory. Social scientists could, of 
course, report a murder rate or that a certain percentage of the population 
agrees with the statement “murder is wrong.” Value-neutrality seems to be 
supported by a simple argument. Evaluations—like “murder is wrong”—
cannot be supported by empirical research. No number of opinion surveys 
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will establish the moral correctness of murder. So, one might conclude, 
whenever a social scientifi c theory includes a statement about what ought 
to be done, it must be over-reaching its empirical support. 

 While value-neutrality might seem to be necessary, there have been impor-
tant programs of research with explicit political goals. In the nineteenth 
century, August Comte, Karl Marx, and Herbert Spencer all understood 
themselves to be engaged in research that was simultaneously political and 
empirical. In the early twentieth century, the Frankfurt School’s analysis of 
modern capitalist social structures had the explicit goal of “emancipation 
from slavery” (Horkheimer 2002 [1968], 246). Modern students of the 
social sciences are likely to encounter a wide variety of approaches, including 
feminism, post-colonialism, Marxism, and a variety of “critical theories,” 
such as critical pedagogy, critical race theory, critical realism, and so on. All 
of these programs explicitly disavow value freedom, typically rejecting both 
impartiality and neutrality. Th ey are often criticized by social scientists (and 
philosophers) who are suspicious of the role that political commitments play 
in this sort of research. It is impractical to evaluate, here, all of the specifi c 
research programs. Nonetheless, there are some widely shared general themes 
which can shed some light on the challenge that emancipatory research 
programs present to the ideal of value freedom. 

 Many programs of emancipatory social science begin with a critique of 
ideology. “Ideology” here is understood as the relationship between knowl-
edge, oppression, and systems of power and authority. In human societies, 
power and authority are unevenly distributed. In complex, modern societies, 
the distribution of power depends on various social groupings, typically 
combinations of gender (including sexual identities), race (including ethnicity 
or national identifi cation), and socio-economic status (including caste, class, 
or profession). Th ese diff erences in power are associated with oppressive 
practices, such as limiting access by persons of a particular race/gender/class 
to education, economic resources, or participation in the political process. 
Th e fi rst step of an ideology critique is to recognize that the social scientists 
participate in the very same material conditions that create diff erences of 
power in the larger society. Western academics and researchers in the public 
or private sectors tend to be male, White, and have professional family 
backgrounds. Social scientists have the authority to set the research agenda, 
identify acceptable methodologies, and evaluate the results. What counts as 
a legitimate question for social scientifi c inquiry and what counts as a good 
answer—what counts as social scientifi c knowledge at all—is thus determined 
by a group of people with a position of power. 

 Th e alignment of social scientifi c authority with social power and status 
arguably has consequences for the way that social scientifi c research is conducted. 
Certain questions will be important or pressing, while others will be marginal, 
and what counts as interesting or uninteresting depends on the social position 
of the inquirer. Moreover, it is argued, people in diff erent social positions do 
not all have the same understanding of their social world. When I stay in a 
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hotel, for example, there is a complex social and technological mechanism that 
makes that stay possible. It is largely invisible to me as a guest. I do not know 
(and do not need to know) how the bed sheets are kept clean, how the mini-
bar is stocked, or how the duties of the front desk diff er from those of the 
bell-captain. My position thus makes certain parts of the social world invisible 
to me. Of course, they are not literally invisible; if we turn the social scientifi c 
gaze upon them they could be studied. However, because of the social position 
of professional social scientists, the fact that certain parts of the social world 
are not easily accessible means that questions about those aspects of society will 
not be important. Some social phenomena will appear as problems to be solved, 
and whether a phenomenon is a “social problem” depends on the position of 
the inquirer. As the basis for policy, the identifi cation of problems, and devel-
opment of solutions, the knowledge of the dominant group thus helps maintain 
the diff erent social positions within that social system. 

 Th e argument concludes that there is both an epistemological and a power 
asymmetry between the dominant and oppressed groups in a society. Th ose 
in the dominant group produce and maintain a particular view of social 
reality. As already noted, however, their privileged position means that they 
do not have to understand many of the social processes that make their posi-
tion possible (e.g. the work of hospital nurses or hotel maids). Th eir view is 
incomplete, but they are not likely to see the parts of the social world that 
it excludes. Th ose who are in the oppressed group have a diff erent relation-
ship both to the social arrangements and to the social theory that is taken 
for knowledge. To survive under conditions of oppression, they have to 
understand the social world from both the dominant perspective and their 
own. Th ey are in a position to simultaneously see why the dominant view 
of society is persuasive and why it fails to represent the full picture. Feminists 
and critical theorists argue that the social sciences are unable to recognize 
crucial aspects of social life and human experience that arise for particular 
social positions, particularly in the dimensions of gender, race, and class. 

 Emancipatory research programs thus argue that the assertion of the ideal 
of value freedom serves to hide the ways that power and position shape the 
social sciences and their results. It is better to make the value-orientation of 
all social science explicit so that the values can be criticized. As a political 
stance, social scientists should seek to improve the human lot, to work for 
justice and freedom from oppression. From this perspective, a new set of 
questions becomes interesting and a new set of issues becomes the social 
problems needing solutions. Value-neutrality is therefore an inappropriate 
ideal for the social sciences. 

 Objection: Values and the Logic of Discovery 

 One might respond that, even if it were accepted, the argument for eman-
cipatory research has only shown that people who occupy particular social 
locations are in a better position to discover certain aspects of society than 
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others. It is analogous to diff erent perspectives on a single landscape. Some 
features may be diffi  cult or impossible to see from certain vantage points. 
It might be an argument for diversity within the social sciences, but it does 
not show that the social sciences should not be value-neutral. Given what 
has been said so far, this would be a fair critique. However, the presentation 
above has left a crucial idea implicit: Proper understanding of the system of 
power and oppression requires recognizing its injustices. To say that a par-
ticular social arrangement is “oppressive” is to say that it creates conditions 
for the unjust treatment of members of a group (women, racial or ethnic 
minorities, etc.) on the basis of their group membership. Th e knowledge 
that is available through the recognition of such oppression thus requires 
value judgments. In the varieties of critical theory and feminism, the prac-
titioner must recognize certain practices as unjust, and be committed to 
changing them. Th e knowledge is generated so as to raise awareness, chal-
lenge the injustices, and eliminate oppression. Value judgments are thus 
 constitutive  of the practice of critical theory and feminist social science. 

 One might still insist that while the recognition of injustices is an important 
motivation for some kinds of social scientifi c inquiry, it remains outside of 
the domain of the strictly scientifi c part of a social scientist’s mandate. Th e 
practical goal of eliminating injustice is laudable, one might argue, but it is 
a mistake to suppose that it is part of the content of the social scientifi c 
knowledge produced by feminist or critical theoretic research. At most, the 
political commitments orient the inquirer toward specifi c phenomena, make 
certain kinds of problems salient, and perhaps guide the choice of method in 
the ways discussed in Section 2.2. To take this line about emancipatory research, 
however, would be to suppose that the statement of fact contained in their 
research results could be strictly separated from the political values motivating 
the inquiry. Proponents of this sort of research deny that a meaningful separa-
tion of fact and value could be maintained. It would require, for example, 
that their research reports contain no mention of oppression. After all, oppres-
sion requires injustice, and to say that a practice is unjust is clearly an evalu-
ation, not just a description. We thus encounter a deep philosophical question: 
How are facts and values related, and can they be clearly separated? 

 Value Presuppositions and Implicatures 

 A strict fact–value distinction would require that descriptions (statements of 
fact) have no evaluative consequences on their own. One way to make clear 
the distinction between descriptions and evaluations is to say that evaluative 
statements include explicitly evaluative predicates like “ought,” “good,” and 
their cognates. To make science value-neutral, we would thus simply forbid 
sentences containing evaluative predicates from appearing in scientifi c theories. 
Th en scientifi c theories would have no evaluative consequences, at least not 
without the addition of extra-scientifi c evaluations. Separating descriptions 
from evaluations, however, is a tricky business. Consider the sentence, “Jones 
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murdered Smith.” Th is sentence seems like a description. It can be true or 
false, and it is made true or false by a state of aff airs. But, contrast it with the 
sentence, “Jones killed Smith.” Th ere is much contained in the fi rst that is 
not contained in the second. In particular, the fi rst entails that Jones intended, 
or at the very least foresaw, Smith’s death. More to the point, to say that Jones 
murdered Smith implies that Jones did something morally wrong. 

 When we think of moral statements, we tend to think of very abstract 
predicates like “good,” “right,” and “obligatory,” not about “bicycle theft,” 
“a rude gesture,” or “jumping the queue.” Th e latter are as much evaluations 
as the former, even if they are not so lofty. Notice that the latter examples 
have a substantial descriptive component to their meaning along with the 
evaluative. I cannot steal a bicycle unless: (1) I took possession of the bicycle 
without permission; (2) I was aware of the lack of permission; and (3) by 
doing so, I open myself to appropriate moral sanction. Th eir correct applica-
tion depends on both the facts (the bicycle, my behavior) and the values 
(permission, moral sanction). Concepts that have both descriptive and evalu-
ative components have sometimes been called “thick moral concepts” 
(Williams 1985). If social science is to be value-neutral, then, it must exclude 
not only all explicit evaluations (which use words like “good”), but all that 
use thick moral concepts as well. 

 Some have argued that the social sciences must deploy concepts with 
moral or political presuppositions, on pain of being empty and pointless. 
Th e social sciences study phenomena like unemployment and poverty because 
these things are bad and we want to prevent them. Th e interests are thus 
not just helping to point the fl ashlight, so to speak; they are coloring the 
character of what is studied. Th e emancipatory programs in the social sci-
ences take this argument one step farther. A social scientifi c study of rape 
that somehow managed to forget the violence and suff ering would not be 
good science because it was objective; it would be morally abhorrent. Th e 
very aspiration to be value-neutral is therefore itself a political or moral 
commitment. Th ere are value presuppositions in many social scientifi c state-
ments because those statements employ thick moral concepts. To ignore 
these presuppositions or pretend that they do not exist is to implicitly affi  rm 
the values already implicit in contemporary social science. But, the argument 
goes, these values should be up for debate, and the debate is not just philo-
sophical. Since the concepts involve a mixture of descriptive and evaluative 
commitments, the debate must be partly empirical. By making oppressive 
practices the object of study, critical social science is not really doing some-
thing diff erent from ordinary social science, it is simply doing it in a more 
self-conscious and explicit way. 

 If value-neutrality is abandoned and values become part of the content 
of social scientifi c theories, then it may seem as if objectivity has just fl own 
out of the window. Again, one might worry that social science would become 
nothing more than a battleground for political confl ict. It is not diffi  cult to 
fi nd examples that support such concerns. Political parties of all ideologies 



Objectivity, Values, and  Social Science 29

seek to support their views with empirical evidence, and if science need not 
be value-neutral, then it legitimates the dubious practice of treating industry 
representatives or political activists as scientifi c experts. To make this objec-
tion, however, is to focus solely on the diff erences over values and assume 
that value confl icts will exclude evidential, conceptual, and other theoretical 
considerations. Th e conceptual link between descriptions and evaluations 
changes the character of  both. One might say: “When theories are value-
laden, values become theory-laden” (Risjord 2007, 20). 

 If thickly evaluative concepts are integrated into the claims of a theory—
that is, when the values become theory-laden—then changes to the theory 
can motivate changes in the values. Value-laden theories have observable 
consequences and therefore they can be tested in ordinary ways. When 
theories are disconfi rmed by evidence, scientists adjust the theory. If the 
adjustments to the theory involve the statements involving thickly evaluative 
concepts, then changing the theory entails changing the implicit values too. 
In other words, contrary to fi rst appearances, a non-neutral social science 
might provide  objective  grounds for value change. As an example, consider 
the eighteenth- and nineteenth-century theories of physiognomy. According 
to these theories, some people were “born criminals.” Th eir natural tenden-
cies toward crime were correlated with specifi c physical characteristics, such 
as a receding forehead or protruding bones. Th e theory has long been dis-
credited, and with it has gone the evaluation of some facial types as being 
naturally wicked. Th e matter is complicated, of course, since biological 
theories of criminality have continued to emerge along with their own 
embedded values. At the same time, inquiry into the causes of crime is not 
purely political. A better understanding of how empirical evidence can serve 
to undermine non-neutral theory might go some way toward meeting the 
concern about the politicization of the social sciences. 

 It has also been argued that the kind of non-neutrality found in emancipa-
tory projects can make science  more  objective. By making the values explicit, 
critical theorists and feminists take on the project of identifying and criticizing 
the moral and political values that are implicit in existing theories. Alison 
Wylie and Lynn Hankinson Nelson, for example, survey a number of cases, 

 in which a standpoint of gender sensitivity—a commitment to ensure 
that gender (and women) are not disappeared—has provoked a reex-
amination of disciplinary conventions about what can or should be 
studied archaeologically. Th is, in turn, directs attention to new ranges 
of data and new possibilities for interpreting (or reinterpreting) archaeo-
logical data that shifts the evidential horizons of the discipline as a 
whole. Sometimes the result is a reassessment of androcentric models 
that inverts gender conventions, so that women are recognized to have 
played a central role in domains of cultural life, and in processes of 
cultural change, that had typically been attributed to men. 

 (Wylie and Nelson 2007, 67) 
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 In these kinds of critical projects, the critique of background assumptions 
shows how evaluative commitments have led scientists to ignore some kinds 
of data or possible interpretations. Th e search for new data then yields 
evidence that undermines the established theories. Th e theories that result 
from problematic value commitments are overturned on empirical grounds, 
and not only because of the values critique. Th is way of conceptualizing 
objectivity has been called “strong objectivity” by Sandra Harding (1993). 
On this view, epistemic and non-epistemic values work together to produce 
better science than epistemic values alone could produce. As Wylie and 
Nelson put the point, “science is objective  because  of the values with which 
it is infused” (Wylie and Nelson 2007, 58). 

 2.4 Chapter Summary   

 Without some sort of evaluative commitment, social science would be 
impossible. When thinking about the infl uence of values on scientifi c 
research, the key questions are: (1)  What  values are playing a role? and 
(2)  How  are they infl uencing scientifi c practice? To help sort out answers to 
these questions, Section 2.1 introduced a pair of distinctions. Th e distinction 
between epistemic and non-epistemic values helps answer question (1). Th e 
distinction identifi es two kinds of values with diff erent consequences for 
objectivity. Epistemic values are not threatening to objectivity, while moral 
and political (non-epistemic) values can be potentially troublesome. Th e 
distinction between contextual and constitutive values shows two diff erent 
ways in which values can infl uence scientifi c research, thereby addressing 
question (2). Th is pair of distinctions is the basis for the Moderate Th esis 
of Value Freedom, discussed in Section 2.1: Science is objective when only 
epistemic values are constitutive of scientifi c practice; moral and political 
considerations must always remain contextual. 

 Th e main debate over values in science today concerns whether moral and 
political values can be constitutive of scientifi c research in a way that pre-
serves objectivity. Moral and political values might fi gure in the justifi cation 
of social scientifi c theories (partiality/impartiality) or they might fi gure in 
the content (neutrality/non-neutrality). Section 2.2 presented the argument 
that in a large variety of cases, non-epistemic values must play a role in 
deciding the evidential support of a hypothesis. In Section 2.3, we examined 
arguments that questioned the strict separation of facts and values. Social 
scientifi c theories are always partly political, and therefore the evaluation of 
theory should take the political dimensions of the theory into account. 

 If either neutrality or impartiality is rejected on the basis of the arguments 
in this chapter, then we need to inquire into the possibility of social scientifi c 
 objectivity.  Is it possible for social scientifi c research to be value-laden in either 
of these ways without being biased or unreliable? Objectivity is a multi-faceted 
concept, and a research program may fail to be objective in one way while 
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remaining objective in others. As we come to understand these diff erent 
senses of objectivity, two interesting avenues of philosophical inquiry arise. 
First, are there ways to organize science as a social practice which help preserve 
or enhance its objectivity? Second, are there ways in which non-epistemic 
values can make a scientifi c research project  more  objective? Th ese are impor-
tant open questions in the philosophy of the social sciences. 

 Teasing apart the issues of objectivity requires understanding how values 
might play a role in theory construction, concept formation, and hypothesis 
testing. How do concepts of social scientifi c theories get their content? Why 
should we theorize social phenomena in one way rather than another? Th e 
problem of objectivity thus reaches to epistemological questions about social 
scientifi c theorizing. In the next chapter, we turn to those questions. But 
don’t think that we are done discussing value freedom and objectivity. As 
we move into other issues, we will discover more ways in which values are 
tangled up with social scientifi c research. 

 Discussion Questions 

 1. Th ink of some recent examples of controversial research into 
human behavior or social problems. What values appear in this 
research and what roles are they playing? Do they undermine the 
objectivity of the research? 

 2. Is it possible for moral or political values to play  only  a contextual 
role in social science? 

 3. Evaluate Rudner’s argument against value freedom. Does it show 
that scientists must always make value judgments as part of their 
inquiry? How might a defender of the Strong Th esis of Value 
Freedom respond? 

 4. What are some thickly evaluative concepts that show up in social 
scientifi c research? Can social science use these concepts in empiri-
cal study without introducing bias? 

 5. Consider the three senses of objectivity presented in Section 2.2. 
Can an inquiry that is not impartial be objective in any of these 
senses? What about an inquiry that is not neutral? If the inquiry 
fails to be objective in a particular sense, what are the 
consequences? 

 6. Th e idea of “evidence-based” social policy has been prominent 
recently. What problems arise if the evidence is either not neutral 
or not impartial? Could there be evidence-based social policy 
which was entirely value-free? 
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 Further Reading 

 Tommy Wright was the Chief of the Statistical Research Division of the 
U.S. Bureau of the Census during the late 1990s. His essay “Sampling and 
Census 2000: Th e Concepts” gives a non-technical articulation and defense 
of the Bureau’s plan (Wright 1998). See also Wright (1999) for a brief 
overview of the history of estimation in the census. Kastenbaum, “Census 
2000: Where Science and Politics Count Equally” (1998), shows what the 
political landscape looked like at the time. Freedman and Wachter (2007) 
provide an accessible discussion of the methodological complexities. 

 Classic discussions which try to isolate the social sciences from moral or 
political values include Weber, “Objectivity in Social Science and Social 
Policy” (1949 [1904]), and Nagel, “Th e Value-Oriented Bias of Social Inquiry” 
in  Th e Structure of Science  (1961b). While they concern both the social and 
the natural sciences, Hempel, “Valuation and Objectivity in Science” (1983), 
Rudner, “Th e Scientist  Qua  Scientist Makes Value Judgments” (1953), and 
Kuhn, “Objectivity, Value Judgment, and Th eory Choice” (1977), are impor-
tant essays. Root’s  Philosophy of Social Science  (1993) has a number of argu-
ments against value freedom in the social sciences. More recently, in  Is Science 
Value Free?,  Lacey (1999) has defended value freedom. 

 Th e concept of objectivity relates questions of value freedom to questions 
about the character of scientifi c theory. Works which link the issues in this 
chapter with the epistemological questions of  Chapters 3  and  4  are Taylor, 
“Neutrality in Political Science” (1973 [1967]), Harding, “Four Contribu-
tions Values Can Make to the Objectivity of Social Science” (1978), and 
most of the essays collected in  Feminism and Methodology: Social Science 
Issues  (Harding 1987a). 

 Critical theory encompasses a broad range of social scientifi c projects that 
are neither neutral nor impartial. Bohman’s entry on critical theory in the 
 Stanford Encyclopaedia of Philosophy  (2005) is a very clear overview, which 
draws out the social scientifi c dimensions of critical theory. See also Bohman, 
“Th eories, Practices, and Pluralism: A Pragmatic Interpretation of Critical 
Social Science” (1999), and Flyvbjerg,  Making Social Science Matter  (2001). 
A wide-ranging exploration of recent debates is found in Van Bouwel (ed.), 
 Th e Social Sciences and Democracy  (2009). For a good overview of feminist 
contributions to these questions, see Crasnow (2006). Longino’s  Science as 
Social Knowledge  (1990) is a classic, as is Harding’s  Th e Science Question in 
Feminism  (1986). See also Anderson, “Knowledge, Human Interests, and 
Objectivity in Feminist Epistemology” (1995), Wylie, “Th e Feminist Ques-
tion in Science: What Does it Mean to ‘Do Social Science as a Feminist?’” 
(2006), and Wylie, “Rethinking Objectivity: Nozick’s Neglected Th ird 
Option” (2000). Fricker’s concept of “hermeneutic injustice” is an important 
contribution that deserves close attention from students of the social sciences; 
see her  Epistemic Injustice  (2007). 

 Essays which take detailed looks at specifi c social scientifi c research pro-
grams include Porter, “Speaking Precision to Power” (2006), Wylie and 
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Nelson, “Coming to Terms with the Values of Science: Insights from Feminist 
Science Scholarship” (2007), Wylie, “Th e Interplay of Evidential Constraints 
and Political Interests” (1992), Risjord, “Scientifi c Change as Political Action: 
Franz Boas and the Anthropology of Race” (2007), Gouldner, “Th e Sociolo-
gist as Partisan: Sociology and the Welfare State” (1968), and Smith, “Wom-
en’s Perspective as a Radical Critique of Sociology” (1974).  



 3   Theories, Interpretations, 
and Concepts 

 Th e phrase “social science” sometimes seems like an oxymoron. Th e sciences 
are a model of knowledge because they have demonstrated striking power 
over the last three centuries. By postulating laws, imagining mechanisms too 
small to view with the unaided eye, and by ever more precise measurement, 
the sciences have yielded a mass of detailed empirical knowledge. When we 
turn our attention to the social world, however, theories of this sort seem 
impossible. Are there laws that will explain love? Can democracy be mea-
sured? Th ere seems to be something about humans that makes them impos-
sible to measure, predict, or explain. Th e objects of a social science are not 
objects at all, they are  subjects.  Subjects have their own ideas, concepts, and 
perspectives. We can study the stars without asking what they care about; 
not so with humans. Human subjectivity, many have concluded, constitutes 
a barrier to scientifi c theorizing about the social world. In this chapter, we 
will examine the question of naturalism through the lens of social scientifi c 
 concepts.  Where do social scientifi c concepts get their content? And what is 
the relationship between the theorist’s concepts and the ways that the subjects 
think about themselves? 

 Scientifi c concepts are diff erent from everyday concepts because they are 
deliberately refi ned. Notions like “atom” or “gene” were developed to explain 
observed phenomena; in the social sciences we have “infl ation” and “culture.” 
All by itself, a concept does not explain anything, just as a single word does 
not say anything. Words must be combined into sentences, and it is the 
sentences that are true or false, believable or unbelievable, well or poorly justi-
fi ed. Similarly, concepts change in the light of new evidence only insofar as 
they are parts of theories. Th ink of the dramatic changes in the concepts of 
“atom” and “gene” in the twentieth century as the theories of physics and 
biology changed. Th e distinctive characteristic of a social science—as opposed 
to informal thinking about our social environment—is therefore the develop-
ment of concepts as parts of empirically tested theories. Th is means that 
answering the question about how social scientifi c concepts get their content 
will require an examination of the characteristics of scientifi c theory. 

 Th ere are two broad frameworks for understanding social scientifi c theories 
and concepts: naturalism and interpretivism. Both have venerable pedigrees 
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that reach back to the social sciences of the nineteenth century. Naturalists 
have traditionally used a conception of theories that draws on empiricism. 
On this view, both social and natural sciences postulate laws in order to 
systematize observations and provide the basis for explanation. Th is form of 
naturalism has consequences for the way in which social phenomena are 
conceptualized. Survey methods are a product of the search for law-like 
regularities. Surveys need concepts that are measurable or otherwise empiri-
cally identifi able. In Section 3.2 we will begin our discussion of the  empiricist 
view of theory  and consider the problem of “construct validity” in the devel-
opment of social scientifi c concepts. Th e alternative to an empiricist view 
of theory is often called  interpretivism.  Proponents of this view have argued 
that searching for laws and causal explanations misses the unique character 
of the social world. Th e arguments for this position discussed in Section 3.3 
will turn on the relationship between social scientists’ concepts and the 
concepts of the people being studied. Proponents of interpretivism conclude 
that the concepts developed by the social scientist must be closely related 
to those employed by the subjects. Th is makes social scientifi c theorizing 
like the translation or interpretation of a text. 

 Th e capacity of humans to apply concepts to themselves is the basis for 
arguments that the entities postulated by the social sciences are very diff erent 
from those postulated by the natural sciences. Natural science, one might 
argue, discovers natural kinds—the fundamental properties of the natural 
world. Natural kinds might be things like quarks or DNA molecules. Th e 
analogues in the social world might be institutions like schools or statuses 
like being married. One might argue that if a couple does not think of 
themselves as married and if they are not treated as being married by neigh-
bors, churches, or courts, then they are not married at all. By contrast, the 
DNA molecule doesn’t care how it gets treated; it doesn’t conceptualize itself. 
Th is not only entails that there is a metaphysical diff erence between the 
social and natural sciences; it means that the relationship between social 
scientifi c concepts and the conceptualizations of the people studied is a 
two-way street. While the social scientists are trying to form concepts and 
theories about a group of people, the subjects are observing the social sci-
entists and learning from them. Humans take social scientifi c concepts and 
make them their own. Section 3.4 will explore this fascinating phenomenon 
and its implication for the social sciences. 

 3.1 Aggression, Violence, and Video Games 

 Do violent video games cause aggressive behavior? As video game technology 
has made violent interaction more vivid and personal, concerns about their 
eff ects have risen. A broad research program in social psychology has inves-
tigated this question with both experimental and correlational studies. Several 
decades of research have caught the attention of parents and politicians. In 
2000, the American Academy of Pediatrics declared that, “At this time, well 
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over 1000 studies . . . point overwhelmingly to a causal connection between 
media violence and aggressive behavior in some children” (American Academy 
of Pediatrics 2000). Some investigators have embraced such strong claims, 
but others have been more circumspect, arguing that violent video games 
(and other media) at most modulate underlying aggressive tendencies that 
have other causes. 

 Social learning theories are one prominent approach to aggression. Accord-
ing to this kind of view, children learn how to respond to social situations 
by observing and modeling the behavior of others. An individual’s knowledge 
of how to act in a given kind of situation is encoded in memory. While the 
details of the encoding vary among social learning theories, the upshot is 
largely the same. Children learn patterns of response to social situations. As 
we mature, these responses get hardened into personality structures that 
resist change. An investigator with this theoretical standpoint would expect 
a direct causal link between the environment in which a child develops and 
aggressive behavior. Proponents of diff erent social learning theories have 
diff erent views about which elements of the environment provide the stron-
gest models for emulation. It may be that greater exposure to violent video 
games, especially fi rst-person shooting games, would eff ectively train children 
to respond aggressively to social situations. An alternative explanation would 
be exposure to live aggression, especially family violence, is a much stronger 
force in the shaping of behavior. 

 Another issue in the literature is whether tendencies toward violent behav-
ior have a genetic basis. Studies that compare identical twins reared apart 
have supported the notion that there is a genetic predisposition to a violence-
prone personality (Eley, Lichtenstein, and Moffi  tt 2003). On this view, some 
individuals are prone to interpret situations as threatening and are more 
likely to respond violently. Th e environment is the basis for some learned 
responses, but this only enhances or suppresses an innate disposition. Some 
investigators interested in media violence have used this theory to suggest 
that the correlation between playing violent video games and aggressive 
behavior is explained by a third underlying factor: the innate disposition. 
Video game violence (and other violent entertainment), these investigators 
have argued, has a negligible eff ect in the formation of an aggressive 
personality. 

 Th ese diff erent theories of aggression have been tested both inside and 
outside of the laboratory. In the lab, it is easy enough to expose subjects to 
violent or non-violent video games. Th e trick is to fi nd a way of identifying 
aggression in an experimental setting. Th e investigator cannot simply instigate 
a fi stfi ght, obviously, so some sort of proxy has to be used. Some studies 
administer a questionnaire after game-play, asking subjects to report their 
feelings or thoughts. Another sort of protocol seeks to identify aggressive 
thoughts by asking the subjects to complete open-ended stories. Th e stories 
describe a frustrating situation, such as being involved in an auto collision, 
and ask the subjects to list possible actions, feelings, or dialogue for the 
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characters. Another test identifi es aggressive action more directly. In this 
protocol subjects are told they are playing a computer game against an 
opponent. Th e winner of each trial gets to set the volume and duration of 
a noise blast heard by the loser. Th ey are, in fact, playing only against a 
computer. Louder and longer blasts are taken as more aggressive. 

 In correlational studies, investigators use surveys to look for a relationship 
between playing violent video games and various forms of aggression. Again, 
while it is easy to understand how a questionnaire might ask about what 
video games a person has played, it is more diffi  cult to see how aggression 
might be measured. Direct measures would look at actual events, such as 
arrest records. Aggression is a larger phenomenon than criminal activity, of 
course, so investigators must cast a wider net. Surveys of attitudes are a 
common way of indirectly measuring aggression. In contemporary survey 
methodology, questions are divided into groups that correlate highly with 
each other. Th e identifi cation of such “factors” is an important (and chal-
lenging) part of developing a useful survey instrument. Each factor is sup-
posed to explain or account for a signifi cant portion of the variation in 
answers. Th e idea behind the construction of factors is that while a phe-
nomenon like aggression is manifested in a variety of ways, these diff erent 
manifestations arise from a smaller number of underlying properties. Th e 
factors should identify these deeper structures. 

 Th e Buss-Perry Aggression Questionnaire (Buss and Perry 1992) is a typi-
cal survey instrument. It has 29 statements, and the subjects are asked to 
rate them on a scale of 1 (extremely uncharacteristic of me) to 7 (extremely 
characteristic of me). While the subject answers the questions in a random-
ized order, the investigators know that questions divide into groups corre-
sponding to four factors: physical aggression, verbal aggression, anger, and 
hostility. For example, there are fi ve questions that compose the verbal 
aggression factor (Buss and Perry 1992, 454): 

 • I tell my friends openly when I disagree with them. 
 • I often fi nd myself disagreeing with people. 
 • When people annoy me, I may tell them what I think of them. 
 • I can’t help getting into arguments when people disagree with me. 
 • My friends say that I’m somewhat argumentative. 

 A subject’s answers on the scale of 1–7 are combined to create a single verbal 
aggression score for that person. A typical question of correlational research 
on video game violence, then, is whether subjects who report higher levels 
of exposure to violent video games have higher levels of physical aggression, 
verbal aggression, anger, and hostility as measured by factors of the 
questionnaire. 

 Th e study of video games and aggression raises a number of important 
philosophical questions, and we have already noted several of them. Is it 
really possible to measure things like “aggression”? Th e methodology of 
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survey research presumes that indirect measures can capture the relevant 
patterns which will help us understand, explain, and predict aggressive 
behavior. Do these substitutes (“loud” blasts punishing a computer, answers 
to the Buss-Perry Aggression Questionnaire) really capture the concept of 
aggression? And what  is  the concept we are trying to capture, and how 
would we know that we have it right? Does it matter if the teen gamers 
think about aggression diff erently than the social scientists who study them? 
We will discuss these questions in the next two sections. Others arise as 
well. Th e question with which we began is about causes: Do violent video 
games cause aggressive behavior? How can a questionnaire be evidence for 
a causal association? And even if we could discover something like a causal 
law linking video games with aggression, could it really explain why Fred 
punched his little brother? Th e problem of whether human action can be 
explained causally will be discussed in  Section 5.1 , while the more general 
issues about the metaphysics and epistemology of causality will be discussed 
in  Chapters 9  and  10 . 

 3.2 Defi ning Theoretical Concepts 

 The Empiricist View of Concepts and Theory Structure 

 Th e body of empirical research briefl y described above asks whether there 
is a causal relationship between playing violent video games and aggression. 
One of the philosophical questions that arises from this research is: What 
is “aggression” as defi ned by these studies, and how is it measured or empiri-
cally identifi ed? Th e theories of aggression discussed above all postulate that 
aggression arises from an enduring feature of a person: an “aggressive per-
sonality.” Th e diff erence between the social learning theories and the innate/
genetic theories is primarily a diff erence about the causes of this kind of 
personality and the degree to which it is environmentally malleable. Th e 
aggressive personality is a  theoretical entity  or  posit.  It is not directly observ-
able; it is something known only through knowledge of the theory. In this 
respect, theorists in this area are adhering to a philosophical picture of 
scientifi c theories and concepts that goes back at least to the scientifi c revo-
lution. Th e empiricist view of theory was formulated in a strong and clear 
way by mid-twentieth-century philosophers of science, but the central ideas 
can be found in a broad range of philosophical and scientifi c writing. It has 
been commonly expressed by social scientists in their writing about theories 
and theory construction. 

 On the empiricist view of theory, a theory is a structure of general state-
ments that explains some phenomena and permits predictions about them. 
Th ese statements are often called “laws” or “nomological generalizations.” 
Newton’s mechanics was taken as an exemplar of a scientifi c theory. Given 
knowledge of some initial conditions (such as mass, force, position, or veloc-
ity), Newton’s laws of motion explain current motions of an object and 
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predict its future motions. Th e statements of the theory are deductively 
related and form a logically unifi ed structure. Th e generalizations of a good, 
scientifi c theory should be precise enough to permit the deduction of test-
able hypotheses. Th e theory can be epistemologically justifi ed by comparing 
these consequences of the theory with observation. 

 Th e concepts of a theory are expressed by the substantive words that 
appear in the theory’s general statements. In precisely quantifi ed theories, 
the concepts are often associated with the variables of the laws. Newton’s 
second law of motion is that  F = ma.  It relates force, mass, and acceleration, 
which are three of the central concepts of Newtonian mechanics. Th e con-
cepts of a theory might be more or less directly observable or measurable. 
We learn in high school physics that  mass  and  weight  are diff erent. Weight 
is what I feel when I pick up a barbell. Mass is a technical concept of 
Newton’s theory. In the absence of gravity or acceleration, the barbell is 
weightless, yet it retains its mass. Weight is easily observable, but mass must 
be calculated, via the statements of the theory, from weight in a gravitational 
fi eld or some other observables. What are often called “theoretical concepts” 
are those that are relatively remote from observation. On the empiricist view, 
the statements of the theory give content to (we might even say “defi ne,” 
but here we have to be careful not to beg important questions) the theoreti-
cal concepts. Th us, in Newton’s theory, the theoretical concept of mass is 
the quantity that is equal to force divided by acceleration (if  F = ma,  then 
 m = F / a ), the quantity that is equal to momentum divided by velocity (since 
 p = mv, m = p/v ), and so on. 

 Returning to the studies of aggression, “aggressive personality” is a theo-
retical concept. Having an aggressive personality is not directly observable 
in the way that playing a video game or punching someone in the nose is 
observable. Th at some people have an aggressive personality is a theoretical 
posit. Th e diff erent theories of aggression agree that there is such a thing, 
that an aggressive personality causes aggressive behavior, and that aggressive 
behavior is relatively observable. Th ey diff er in their specifi c accounts of 
internal structure and etiology of “aggressive personality.” Th ese theoretical 
disagreements result in diff erences in what “aggressive personality” means in 
the diff erent theories. For a social learning theory, an “aggressive personality” 
is a set of memories, behavioral scripts, and learned aff ective responses to 
the environment. Th ese are created by the person’s experiences, and they 
cause a person to perceive some actions as threatening and to react to those 
threats. Aggressive personality is an inner state. Th e central question of 
behavioral-genetic theory is the relative proportion of the contributions of 
genes and environment. Hence, for a behavioral-genetic theory of aggression, 
“aggressive personality” is a  phenotype  in the same sense as songs are part of 
the phenotype of a bird species .  Th at is, it is a pattern of behavior created 
jointly by the individual’s genes and the environment. 

 Research on the question of whether violent video games cause aggression, 
and the underlying research on aggression and personality, can be fi t into 
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the empiricist view of theory. Both social learning and behavioral-genetic 
theories are systems of generalizations about how aspects of personality are 
developed, maintained, and expressed. Th rough this system of law-like 
generalizations, they give content to concepts like “aggressive personality.” 
To test the theory, the investigators derive hypotheses that satisfy two criteria: 
(1) Th e hypothesis should be logically entailed by the theory; and (2) it 
should include concepts that are amenable to direct or indirect observation. 
Th e logical relationship between hypothesis and theory makes the test pos-
sible. If observation shows that the hypothesis is false, then as a matter of 
logic alone, some proposition of the theory must be false. Th e second 
requirement means that the hypothesis can be observationally determined 
to be true or false. Here, however, there is a substantial challenge. “Aggres-
sive personality” is not the sort of thing that can be directly observed. How 
can social scientists identify or develop reliable observation concepts? 

 Realism, Instrumentalism, and the Problem of Construct Validity 

 Survey responses seem to be a simple and clear species of observable behavior, 
and as a result, they are a common method of theory testing. Th e vagueness 
and ambiguity of everyday life is neatly carved into distinct components. 
Each question has an answer chosen from a discrete set of options. Th e 
uniformity of the answers permits direct comparison among responses of 
diff erent subjects. Moreover, since the answers can be counted, investigators 
can calculate probability, correlation, risk, odds ratios, and a host of other 
relationships. Patterns of survey response among the participants are therefore 
a popular observational basis for testing hypotheses. However, it would be 
pointless to formulate hypotheses that directly described patterns of survey 
response. After all, we do not learn much from the observation that 43 per-
cent of the respondents answered “yes” to question 7. Th e discussion of the 
Buss-Perry Aggression Questionnaire, above, shows how these patterns are 
turned into concepts that are more closely related to the theories that social 
scientists want to test. Th e concepts are defi ned by responses to the questions 
and called “factors,” “latent variables,” or “constructs,” and the hypotheses 
tested by a survey are expressed in terms of these constructs. Th ese scientifi c 
practices raise several philosophical questions. Why should we think that 
these patterns of survey response  represent  anything? Why should we think 
that a higher score on the physical aggression factor of the Buss-Perry Aggres-
sion Questionnaire means that the person is physically aggressive? 

 In the methodological literature, these philosophical questions are often called 
problems of “construct validity.” Th ere are two broad philosophical positions 
for us to evaluate. A  realist  position about construct validity holds that a valid 
construct is one that measures what it purports to measure. In other words, 
real features of the world correspond to theoretical concepts or constructs, and 
valid surveys (or other tests) can measure them. While this position may seem 
like common sense, it is not the most common philosophical view. Th e 
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dominant tradition in methodology has been  anti-realist.  We will meet several 
varieties of anti-realism in this book. What they share is a suspicion about 
metaphysical claims in the sciences, and the idea that unseen entities correspond 
to our theories is suspiciously metaphysical. Th e variety of anti-realism relevant 
to the present discussion is  instrumentalism.  An instrumentalist view of construct 
validity holds that a valid construct is one that simplifi es and systematizes our 
past observations and permits accurate predictions of the future. Commitment 
to the “reality” of theoretical constructs is simply unnecessary. 

 Th e canonical expression of construct validity is Cronbach and Meehl’s essay, 
“Construct Validity in Psychological Tests” (1955). Th ey articulated a position 
on theoretical concepts in the social sciences that is consistent with the empiricist 
view of theory. Again, on this view, a concept has specifi c defi ning attributes 
because of its role in the theory. Th e question of construct validity, then, is to 
show that the specifi c attributes of the concept are found in the observational 
evidence. Consider the construct of “verbal aggression” in the Buss-Perry Aggres-
sion Questionnaire. Verbal aggression is treated as a theoretical posit, like 
“aggressive personality,” but “verbal aggression” is closer to the surface of observ-
able behavior. As a theoretical posit, verbal aggression is part of a network of 
concepts (including physical aggression, anger, and hostility) related by gener-
alizations. Sometimes these are rough or pre-theoretical generalizations; some-
times they may be substantiated by earlier research. Th is is a theory (Cronbach 
and Meehl call it a “nomological network”), and it makes predictions about 
how the diff erent factors should correlate. Roughly, if the factors do not cor-
relate in the way that theory predicts, then the theory must be modifi ed, which 
means that the content (defi nition) of the concepts is modifi ed. 

 Cronbach and Meehl take an instrumentalist approach to construct valid-
ity. Th e goal is to fi nd a theory that fi ts the observation, and the only real 
question is whether the data points correlate or cluster in ways that fi t the 
concepts. Th e lure of instrumentalism lies in the way it resolves the epistemic 
predicament of the scientist. Th e predicament arises when the theory pos-
tulates the existence of something and we have no way of directly observing 
or measuring it. Th e only epistemological resources are more observations: 
more tests, more surveys, more experiments, and so on. Th e best we can do 
is to compare these observations with each other, using them to rule out 
theories that do not conform to the data. In the end, a good theory is one 
that accounts for all of the observations. We can ask no more, yet a realist 
seems to want more. Th e realist wants to ask whether the theoretical con-
structs  really  correspond to the hidden properties or structures. Th e instru-
mentalist replies that since there is nothing but observations that could 
answer that question, the realist demand cannot be satisfi ed. 

 In response, realists have argued that there is something incoherent about 
the instrumentalist approach to concept validity. Th e idea of measurement 
requires two commitments, and instrumentalism violates both. First, measuring 
the properties of an entity requires commitment to its existence. For example, 
it is impossible to design an instrument that would detect the presence of 
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Santa Claus in the chimney. Th e problem is not that we have no theory of 
Santa Claus (we do!), but that we think Santa Claus does not exist (sorry 
kids). Th erefore, it is incoherent to say, “Th is instrument measures aggression” 
and at the same time deny that aggression exists. Instrumentalism thus seems 
to be an inconsistent position. Second, any measurement instrument must be 
causally related to the things measured, such that changes in the object cause 
changes in this instrument. Th is is true of mechanical measuring devices, like 
thermometers, as well as all kinds of surveys and tests. Denying such a causal 
connection renders insignifi cant any claim that a diff erence in test score (etc.) 
means that there is some diff erence in the things measured, and it would make 
measurement irrelevant to both theory and practice. To adopt an instrumen-
talist attitude toward theoretical concepts, the realists argue, is to deny the 
very thing which makes measurement possible. 

 A practical consequence of this debate is that some social scientifi c research 
seems to be superfi cial precisely because the constructs are so thin and under-
developed. Starting with a large enough pool of questions, it will always be 
possible to fi nd correlations among them and to derive “factors” from those 
correlations. Of course, survey developers never start with random questions; 
they start with questions that they guess will capture the phenomena in which 
they are interested. But if these initial concepts are weakly developed, ambigu-
ous, or vague, the surveys cannot yield signifi cant results. Th e instrumentalist 
understands this line of criticism as showing that good research requires good 
theories. Without well-developed and carefully articulated theories to support 
the constructs, the surveys will be superfi cial. Th e realist will respond that the 
criticism goes deeper. Some social scientifi c research tries to measure entities 
that we have, as yet, no good reason to believe exist over and above patterns 
of correlated survey responses. Th e result is studies that are methodologically 
sound, but theoretically vacuous. 

 Th e debate between realism and anti-realism is a confl ict between two 
broad views about the project of science. A realist takes the goal of science 
to be the discovery of truths, including mechanisms and entities that are 
not directly observable. Th e anti-realist denies that the goal of science could 
be the discovery of truths or theory-independent facts. Anti-realism takes 
many forms, depending on the grounds for rejecting realism. Instrumental-
ism is a form of anti-realism which arises within an empiricist framework 
for theory construction. We have seen in this section how the diff erence 
between realism and instrumentalism has important consequences for the 
way social scientists understand their research. 

 3.3 Interpretivism 

 You may already have had the thought that the research on aggression does 
not capture the way the subjects think about, react to, or feel aggression. 
For example, context seems to matter. If I were to say, “Th at is an incoher-
ent statement” to my daughter over breakfast, it would be taken as aggressive: 
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it was unnecessarily harsh and argumentative. If I say the same thing later 
in the day to my colleague while talking philosophy, it may be understood 
as an unremarkable moment of intellectual give-and-take. Whether an act 
is aggressive depends on how the subjects understand “aggression,” as well 
as their views about contextually appropriate behavior. Th e problem with 
instruments like the Buss-Perry Aggression Questionnaire, one might think, 
is that pre-selected survey items stand in for the subjects’ point of view. 
Indeed, some have argued that the whole empiricist apparatus of law-like 
generalization and hypotheses testing is blind to the subjective character of 
social reality. Th erefore, some have concluded, the social sciences need con-
cepts and forms of theory that are diff erent from those of the natural sci-
ences. Following common philosophical usage, this form of anti-naturalism 
will be called “interpretivism.” 

 Ideal Types and  Verstehen  

 Max Weber, the great social theorist of the late nineteenth and early twentieth 
century, articulated an infl uential vision of social inquiry. Central to his 
methodological approach was the notion of an “ideal type” (Weber 1949 
[1904], 85–110). Concepts of the social sciences, Weber argued, need to 
capture the meanings and motivations that are signifi cant for the subjects. 
To do so, the social scientist should fi rst describe the actions to be explained 
in terms of their typical motivations. Th e concept is then formed by abstract-
ing characteristics of the action from a variety of observations. Th e unique 
character of social inquiry is that ideal types must include typical motiva-
tions, attitudes, and meanings. Ideal types therefore relate observable behav-
iors by identifying the motivations that stand behind them. Th e concept of 
“aggression,” Weber would say, must be developed as an ideal type concept. 
It is not suffi  cient to defi ne it solely in terms of observable behavior, such 
as selecting the loudness of a sound blast. Th e concept needs to identify the 
typical feelings, beliefs, and social meanings that stand behind the behavior. 
In this respect, the defi nition of aggressive behavior in terms of the “intent 
to cause harm” (Anderson and Bushman 2002, 28) is on the right track 
because it picks out a typical motivation. However, since the common 
understanding of aggression also involves other feelings, motivations, and 
responses, Weber would say that the defi nition remains incomplete. 

 How would an investigator determine that her concepts are incomplete or 
otherwise inadequate? We have seen the empiricist answer: Concepts get their 
meaning from their role in a theory, and a theory is a system of laws. Th e 
meaning of a concept develops as the theory is modifi ed in response to test-
ing. Weber could not accept this account because he rejected laws as a neces-
sary basis for social scientifi c understanding. While the discovery of law-like 
generalizations might be important and useful in some contexts, he argued 
that the expression of laws in the social sciences already required well-developed 
ideal type concepts. Ideal types are thus independent of and prior to 
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generalizations. Weber emphasized that ideal types were idealizations; they 
were tools for the identifi cation of central aspects of a phenomenon (Weber 
1949 [1904], 90). Yet, unlike the idealization of a “frictionless surface,” ideal 
types are to be compared with the evidence and modifi ed in its light. An 
ideal type predicts actions, historical changes, or social developments on the 
basis of the particular motivations it identifi es. If these actions do not arise 
in the expected context, there is reason to modify the ideal type. 

 Th e concern with which this section began was that a naturalistic perspec-
tive on the social sciences, particularly the empiricist view of theory and 
associated methods, failed to capture the subjective character of the social 
world. Weber’s ideal types go some way toward addressing this concern, but 
one might argue that they do not go far enough. Ideal types treat the sub-
jectivity of the agents as a construction of the social scientist. It is the social 
scientist, after all, who chooses to emphasize one aspect or another of the 
social environment. Th is replacement of the subject’s view with the scientist’s 
theory, some have felt, is precisely the problem with survey research and 
similar methods. Weber’s idea might be pushed farther by recognizing that 
the subjects have their own ideal types. Th at is, as participants in a social 
group, we have our own understanding of the possibilities for action. We 
know the expectations, regulations, roles, and institutions that make up our 
social reality. Alfred Schutz called this “common-sense thinking,” and he 
argued that  verstehen  is “the particular experiential form in which common-
sense thinking takes cognizance of the social cultural world” (Schutz 1954, 
264). A full-blooded  verstehen  approach to the social sciences would thus 
capture the subjects’ own understanding of their world. 

 Schutz suggested that the social sciences require two levels of ideal types. 
Th e fi rst is the level of common-sense thinking, and it contains the “theories” 
used by a group of people to understand each other. Th e second is the social 
scientifi c models of motivations, feelings, and meanings. Th e social scientist’s 
theory construction proceeds with the second-level ideal types. Since the 
aim of social science, on the  verstehen  view, is to understand the subjects’ 
perspective, the second level must refl ect the fi rst level in some way. Articu-
lating this relationship between fi rst- and second-level idea types is a diffi  cult 
philosophical problem. Schutz proposed that the second-level ideal types 
had to be “consistent” with the common-sense thinking. As he phrased this 
“postulate of adequacy” it required that: 

 Each term in a scientifi c model of human action must be constructed 
in such a way that . . . the typical construct would be understandable 
for the actor himself as well as his fellow-men in terms of common-sense 
interpretation of everyday life. 

 (Schutz 1953, 34) 

 While this arguably does more than Weber’s ideal types to capture the sub-
jective dimension of social concepts, it too has its challenges. Th e postulate 
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of adequacy seems both too strong and too weak. It is too strong if it requires 
that  every  concept of a scientifi c theory be “understandable to the actor 
himself.” Some concepts might require mathematical formalism or other 
technicalities not normally known by the subjects. Moreover, it seems to 
forbid social scientists from trying to discover something about our social 
lives that we do not already know. Th ere is no room for deception (includ-
ing self-deception), concealed deployment of power, structural inequalities, 
and so on. One might reply that Schutz only requires that the agents be 
able to understand the constructs, not that they agree with them or use 
them in their daily lives. On this reading, the requirement is too weak, 
because we lose any sense of how the second-level ideal types correspond to 
the fi rst level. 

 Hermeneutics and Meaning 

 What is the role of  language  in common-sense thinking about social reality? 
Another way of representing Schutz’s problem is that there are two languages 
involved in the social sciences: the subjects’ own and the social scientists’. 
Even if the scientist comes from the same social milieu and speaks the same 
language as his or her subjects, the social scientist is developing a technical 
terminology (ideal types) with which to describe and explain social events. 
What is the relationship between the subjects’ language and the specialized 
language of the scientist? 

 Empiricist approaches treat the problem of relating the scientist’s technical 
language to the subject’s language as the problem of relating theory to 
observation. We saw the outline of this view in Section 3.1. At the outset 
of social research, we do not know the subjects’ motivations, feelings, mean-
ings, and so on. Inquiry, empiricists argue, must therefore begin with a 
neutral description of behaviors. From this perspective, one can see the 
attraction of survey and testing methods, since they need only a very thin 
description of the action, e.g .  that the person selected “Very like me” in 
response to question 14. 

 Interpretivists have been very suspicious of the idea that such an impov-
erished observation language could possibly support interesting social scien-
tifi c research. Language, many have pointed out, is deeply integrated into 
social life. Events of social life get their identity—even their very existence—
because of the way in which language and action are mutually embedded. 
Charles Taylor’s essay, “Interpretation and the Sciences of Man” (1971), uses 
this point about the relationship between language and action to argue 
against any naturalistic approach to the social sciences. 

 Consider two players at a game of chess. Suppose one player moves her 
knight two squares up and one over, and we want to explain why. A neutral 
observation language would let us describe the state of the board and the 
regularities of motion of the pieces. But simply saying that the horsey-shaped 
pieces generally move two up and one over will not suffi  ce. While true, it 
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misses the normative character of the move. Knights are not just pieces with 
a particular shape, which happen to move in this way. Th e knight has a role 
that  requires  it to move in a particular way. We might try to capture this 
aspect of the game by adding that the players believe that the knight moves 
in an L-shaped path. Even so, this belief is unlike the belief that the fastest 
route from New York to Washington DC is via highway 95. Th e game of 
chess, Taylor says, is a rule-constituted activity, not merely a rule-governed 
activity. In a rule-governed activity, the actions already have a particular 
character, and rules are brought to bear on this character. Laws govern 
behavior in this sense: It is because we already know what walking is that 
a rule can forbid walking on the grass. In rule-constituted activities, the 
actions get their identity from the rules. We do not know what “the move-
ment of a knight” means until we have learned the rules of chess. Th e rules 
tell us what counts as a legal move of a knight. (We will return to this idea 
and develop it further in Section 8.3.) 

 Taylor argues that a neutral language restricted to the motions of bodies, 
answers on a survey, or even descriptions of the beliefs and attitudes of the 
agents would be unable to capture rule-constituted activities. To express 
these, both the players and the social scientists must  interpret  the motions 
 as  conforming to the rules. Interpretations, Taylor contends, are never neutral. 
What is interpreted in one way can always be re-interpreted by arranging 
the meanings diff erently. Th us if our two players stop interpreting each other 
as playing chess and begin to think of themselves as, say, making an aestheti-
cally pleasing pattern, they will stop playing chess. And they might even 
continue to conform to the rules! To interpret behavior, then, requires taking 
a stand on what the action means. 

 While natural language is not constituted by strict rules in the way that 
chess and other games are, many have argued that language has a very strong 
normative character. Utterances may be grammatical or ungrammatical, 
meaningful or nonsensical, and appropriate or inappropriate in the context. 
Any identifi cation of  the  use of a word or phrase presupposes a diff erence 
between correct and incorrect use. Taylor’s argument identifi es a problem 
with concept construction that is shared by the empiricists and Weber’s 
ideal types. Both think of the concepts of social science as part of a theoreti-
cal project. While Weber and Schutz highlighted diff erences between concepts 
of the natural and social sciences, the aim is still to fi nd an adequate theo-
retical representation. Taylor’s alternative suggestion is that we must think 
about social scientifi c concepts as more like  translations  of the subject’s 
language than like representations of their beliefs. 

 Thick Description and its Challenges 

 One of the clearest articulations of the idea that social scientifi c concepts 
are translations is found in Cliff ord Geertz’s essay, “Th ick Description: 
Toward an Interpretive Th eory of Culture” (Geertz 1973b). Geertz is an 
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anthropologist, and while his primary goal in this essay was to articulate a 
conception of culture and account for the epistemology of ethnography, his 
ideas have been adopted by social scientists in a variety of fi elds. Th e chal-
lenge of writing ethnography, it has often been remarked, is that it needs 
to render another way of life intelligible to the audience without losing its 
foreignness. Ethnographic description is thus akin to translating novels or 
poetry. Geertz’s notion of “thick description” aims to meet this challenge. 

 Th e diff erence between “thick” and “thin” description is a matter of degree. 
A maximally thin description would be something like the behaviorist 
observation language criticized by Taylor. To describe a person as simply 
walking would be a thin description. Th in descriptions have minimal rela-
tionships to other descriptions. Th at is, to say of a person that she is walking 
is to say almost nothing about the person’s goals and motivations. A thicker 
description of the same event would be that the person is  walking to Bowden 
Hall,  or that she was  walking to class.  Th ese are thick descriptions because 
they show how the action is related to other aspects of the person’s life and 
social environment. “Hurrying to class” suggests a possible set of motives 
and specifi c relationships to prior and subsequent activities. It invokes the 
idea of getting to class on time, the possible alternative modes of transporta-
tion, and the reasons why a person would prefer walking to driving or taking 
the bus. Th ick descriptions of actions or social events have, in virtue of their 
meaning, specifi c relationships to other actions, events, motivations, possi-
bilities for response, outcomes, strategies, and so on. 

 Th e conceptual relationships expressed by thick description are already 
embedded in the language, symbolic system, and actions of the subjects. 
Th ey thus correspond to Schutz’s common-sense thinking. However, Geertz 
does not follow Schutz in regarding common-sense thinking as the subject’s 
theories about their own society. Following Wittgenstein, Geertz treats the 
meaning of a word as its conditions for use in a community. Th is notion 
of meaning can be generalized to symbols of all kinds, and to the meaning-
fulness of actions as well. Because meaningfulness depends on patterns found 
across the whole community, thick description captures what the members 
of the community have in common—their culture. Culture is, in Geertz’s 
phrase, an “acted document” (Geertz 1973b, 10). Schutz’s common-sense 
thinking becomes nothing more or less than the totality of actions, utter-
ances, and social events that make up the culture. Th e goal of interpretive 
social science is to thickly describe the culture, and thereby express in the 
interpreter’s language the relationships that make the subjects’ social world 
meaningful. 

 Interpretivism has a number of consequences that have troubled both 
philosophers and social scientists. Th ick descriptions are generalizations about 
a group, and some have found generalizations about “the” culture problem-
atic. Th ere is a strong tendency in interpretive social science to understand 
the beliefs, values, meanings, symbols, norms, and actions of a group as a 
single coherent system. Against this, one might point out that social groups 
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are typically riven by confl ict and contradiction. Diff erent people do not 
fi nd the same meaning in a social event or symbol; they do not understand 
the demands of a rule or norm in the same way. Moreover, diff erences in 
interpretation can be closely tied to social relationships of power and domi-
nation. By presenting a single narrative of “the” culture, the interpretation 
not only misrepresents the social reality, it takes up a position within the 
power structures of the society. One group’s common sense is highlighted 
as the true account, while other, dissenting voices are eclipsed. Th ick descrip-
tion, some conclude, is inevitably a political act. In the terms of Section 2.3, 
interpretations are not value-neutral. One criticism of earlier anthropologists 
has been that they were not suffi  ciently sensitive to the unintended political 
consequences of their work. As a result of these criticisms, contemporary 
interpreters are often concerned to represent confl ict and diff erence of voice 
in the interpretive description of a group. It has also resulted in a demand 
for  refl exivity  on the part of the interpreter, a requirement that will be 
examined in Section 4.1. 

 Th e problem of generalization goes deeper still, insofar as it questions 
whether cultures have clear identities at all. Social groups not only dispute 
meanings, they borrow meanings and practices from each other. Any thick 
description will depend on the interpreter’s choices about which meanings, 
values, symbols, and so on are typical of the culture. In an important sense, 
then, “the culture” is nothing more than the artifi cial creation of the anthro-
pologist, or so it has been argued. Th is dispute raises some very diffi  cult 
philosophical questions: Are cultures bounded entities with typical features? 
And if cultures or social groups are always artifi cial, what consequences does 
this have for the social sciences? 

 3.4 Realism and Social Concepts 

 Social Constructions 

 A defender of interpretivism might argue that the objections mentioned at 
the end of the last section arise from not taking the commitments of inter-
pretivism seriously enough. To be concerned that thick description might 
misrepresent the culture is to treat an interpretation as if it were a theoretical 
representation of an independent object. On the contrary, by treating culture 
or society as a text to be read, interpretation collapses the diff erence between 
subject and object. As Geertz put the point: 

 In short, anthropological writings are themselves interpretations, and 
second and third order ones to boot. . . . Th ey are, thus, fi ctions; fi c-
tions, in the sense that they are “something made,” “something fash-
ioned”—the original meaning of  fi ctō —not that they are false, unfactual, 
or merely “as if ” thought experiments. 

 (Geertz 1973b, 15) 



Theories, Interpretations, and Concepts 49

 In Section 3.2, we noted that a  realist  position about science held that there 
are entities which correspond to scientifi c concepts, and they exist independently 
of our theories. Interpretivists often defend a form of anti-realism known as 
 social constructivism.  Social constructivists argue that social factors play an 
ineliminable role in the constitution of scientifi c concepts and theories. What 
is taken as a “scientifi c fact,” they argue, is the result of a process of negotiation 
that is thoroughly imbued with political, moral, and economic interests. 

 One way to sharpen the issues is to invoke a distinction between  natural  
and  nominal  kinds. Natural kinds are denoted by terms like “gold” or “tiger.” 
Objects denoted by each of these terms share a cluster of properties. Th e 
cluster is not an accidental co-occurrence; the properties that constitute gold 
“naturally” go together. Natural kinds are supposed to be distinct from those 
objects that are grouped together because we fi nd it useful or convenient. 
“German beer” would be an example of such a nominal kind. Whether this 
term is true of a particular bottle of beer does not depend on any natural 
features of the beer—a beer made across the border in the Czech Republic 
might be indistinguishable. While Czech and German beer connoisseurs 
may dispute the diff erences, the distinction depends entirely on human 
interests. In an obvious sense, nominal kinds are socially constructed. 

 In the social sciences, the analogue of natural kind terms are social events 
(the Bolshevik Revolution), institutions (Apple Corporation), roles and 
statuses (married, police offi  cer), as well as race, gender, and other identities. 
We might call these  social kinds.  Th e question, then, is whether social kinds 
are like natural kinds, or whether social kinds are nominal. If social kinds 
are like natural kinds, then a realist attitude toward the social sciences would 
seem to be warranted. Conversely, a constructivist stance would be supported 
if social kinds are nominal. 

 Realism about Social Kinds 

 It might seem obvious that all social kinds are nominal. After all, institutions, 
rituals, political parties, and so on are all created by humans and depend on 
human action for their existence. Th at a group of people form a caste of 
“untouchables” does not refl ect a feature of their genes, psychology, or physi-
ognomy. Rather, it arises from the way that they are treated in a particular 
society. Such treatment may arise during an historical period, last for a time, 
and then disappear as the society changes. Being an untouchable—not to 
mention a Republican, a Unitarian, or an employee of Microsoft—seems no 
diff erent from being “an object on my desk” or “a plant commonly found 
on college campuses.” Th ey are nominal kinds created by us for particular 
purposes. If social kinds are nominal, then there is no “natural” cluster of 
properties that exists independently of human thought and language. We 
should therefore be anti-realists about the social sciences. 

 Th e foregoing argument for anti-realism (in the form of social constructiv-
ism) gives rise to a puzzle. One diff erence between natural and nominal 
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kinds is that natural kinds enter into robust, causal generalizations. Knowing 
that something is an object on my desk lets you make no predictions about 
it. Will it burn? Will it make you sick if you eat it? To know that something 
is gold is to know its melting point, specifi c gravity, capacity to bond with 
other metals, and so on. Th e causal powers of natural kinds are a reason to 
be realist about them. Th e puzzle is that some social kinds have causal pow-
ers. Moreover, there seems to be a diff erence between those social kinds with 
causal powers and those without. To be Black in the United States is to be 
at a higher risk for diabetes and heart disease than those who are Caucasian. 
Or again, married people tend to live longer than those who stay single. 
On the other hand, no similar causal generalizations can be made about 
people who share the postal code 53705, or about those who shop at ama-
zon.com. Hence, some social kinds are like natural kinds and others are like 
nominal kinds. Yet, racial categories and social statuses like “married” are 
exemplary cases of social constructions. Is it possible to recognize that social 
kinds are the constructed products of human interests and action, yet adopt 
a realist stance toward some of them? 

 One way to get a grip on the above question would be to try to explain 
why some social kinds fi gure in causal generalizations, while others do not. 
“Gold” seems to do so because of its micro structure; social kinds are (pre-
sumably) diff erent. Michael Root (2000) argued that real social kinds have 
three features: 

  Local deployment:  Th e concept is used by people in a community to 
make distinctions among themselves. 
  Identity:  Th ose classifi ed take up the classifi cation and it forms part of 
their self-conception or identity. 
  Norms:  Th ere are norms that prescribe diff erential treatment based on 
the classifi cation. 

 Using these three criteria, we can see why some social classifi cations would 
fi gure in robust, causal generalizations. Consider the diff erence between the 
status of being married and of having the postal code 53705. Both are deployed 
locally; we use both marital status and address to distinguish among people. 
Unlike marriage, however, postal codes are not taken up by individuals as part 
of their identity. Marriage infl uences a person’s plans, attitudes, and actions 
in a way that postal codes do not. Finally, norms prescribing diff erential treat-
ment help distinguish between accidental correlations and those that properly 
arise from the status. It might be, for example, that residents with the 53705 
postal code are more likely to contract cancer, since the houses there are built 
on a contaminated industrial site. Th is is an accidental correlation between 
postal code and health. On the other hand, people who are married enter 
into a network of laws, moral values, and informal norms. If married people 
live longer, we would expect that it is because of the normatively sanctioned 
forms of mutual caring that are part of the social status of marriage. 

http://amazon.com
http://amazon.com
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 It is interesting to note how Root’s criteria fi t with Schutz’s “postulate of 
adequacy.” We saw in Section 3.3 how Schutz required that the concepts of 
social science “be understandable” to the subjects, and how this idea was 
developed by interpretivism. Root’s three features would guarantee that any 
real social kind would be appropriate as a thick description, since they require 
both local recognition and uptake by the individuals. Real social kinds must 
be components of the common-sense understanding implicit in a social 
group. Th erefore, even if interpretations are fi ctions in Geertz’s sense, it is 
still appropriate to take a realist stance toward social kinds. 

 Th ere is, then, at least one way in which it is possible to combine realism 
with social constructivism. Th is conclusion needs to be considered carefully, 
however. Notice how the argument depends on the use of causal generalizations 
as a criterion for treating a social kind as “real.” Th is point might be disputed, 
and other criteria for “reality” have been proposed. Notice also how this argu-
ment does not assimilate the reality of objects like gold atoms to the reality of 
social statuses. Th ose who argue for realism on these grounds are therefore 
admitting that the criteria for counting something as real in one domain might 
be diff erent than the criteria in another. Th ese subtleties should make us wary 
of quick conclusions in the discussion of realism and anti-realism. 

 Looping Effects 

 Social kinds can have real eff ects on the lives of people. In many parts of 
the world, to be a homosexual opens a person to various forms of 
discrimination—some subtle, others legally sanctioned—that infl uence one’s 
prospects and possibilities. At the same time, when a person takes up the 
identity of being a homosexual, it provides resources for understanding one’s 
actions, thoughts, feelings, and relationships, and it informs one’s plans and 
goals. Th e three criteria for identifying real social kinds, discussed above, 
help us understand why social categories have these eff ects. Th e content and 
consequences of social descriptions like “homosexual” are not static. Of 
course, the content of a social category is changed by the way in which 
people use the category to understand, explain, and justify their actions and 
experiences. Not long ago, homosexuality in the United States was treated 
as a psychological disease and a criminal status. Today it is treated diff erently 
because of the social changes brought about by those who adopted the 
identity. Th e gay pride movement succeeded because individuals explicitly 
described themselves as homosexual and expressed that identity in action. 

 Social kinds therefore have a dynamic quality that Ian Hacking has called 
“the looping eff ect” (1995). Th is eff ect is readily apparent in an example like 
homosexuality in the United States. Th e movement to eliminate the moral 
condemnation of homosexuality and constitute it as a positive, or at least 
morally neutral, status had the explicit goal of helping people self-identify as 
gay and act on that identifi cation. Hacking has explored more subtle and 
controversial examples, such as child abuse and multiple personality disorder, 
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arguing that they too are statuses created in a particular social context. He 
contends that when such descriptions become available and are used as the 
basis for social distinctions, they give people new opportunities for self-
identifi cation. As they do so, people behave in new ways that change the 
character and meaning of the original description. Th is dynamic relationship 
between social description and behavior has an interesting consequence for 
the social sciences. As the social sciences fi nd ways of describing their subjects, 
the subjects, in turn, adopt the descriptions as a basis for understanding 
themselves. As they do so, their behavior changes, and this further alters the 
basis of the social scientifi c description. In an important sense, then, the 
phenomena of the social sciences are always just out of reach. 

 Th e self-conscious adoption of (or resistance to) social scientifi c descriptions 
by the subjects of the social sciences diff erentiates the social from the natural 
sciences. Th e point is not simply that observation requires interaction with, 
and thereby alters, what is observed; this is true in the natural sciences as 
well. Th e looping eff ect is a result of the self-interpreting capacity of human 
subjects. Th e social sciences must contend with the fact that their subjects 
may be aware of the theories used to explain their behavior. Any kind of 
social description can potentially be folded back into social reality. Th e social 
sciences do not merely alter their objects of study, they contribute to their 
creation. Th is refl exive character of social science has been used to argue that 
the social sciences are diff erent from the natural sciences in other ways. Taylor 
(1973 [1967]) argued that prediction is a hopeless goal for the social sciences, 
and Giddens (1984) argued that there are no laws in the social sciences. 

 Th ere is a further consequence of the refl exive character of social inquiry 
that brings us back to the discussion of the value-laden character of the 
social sciences. In the previous section, we encountered the argument that 
interpretation is political insofar as it takes a stand on the meaning of social 
events, and such meanings may reinforce or undermine existing power 
structures. Th e foregoing arguments for the looping eff ect push this point 
further. As Anthony Giddens concluded: 

 every generalization or form of study that is concerned with an existing 
society constitutes a potential intervention within that society: and this 
leads through to the tasks and aims of sociology as critical theory. 

 (Giddens 1979, 245) 

 Every generalization of the social sciences is a potential intervention in the 
sense that the descriptions can be adopted by the subjects. To study a society 
is, potentially, to change it through augmenting the subjects’ resources for 
understanding their experiences and accounting for their actions. Giddens’s 
sense of “critical theory” is thus somewhat broader than that discussed in 
Section 2.3. Social scientists are agents for social change whether they want 
to be or not. Yet, while social scientists ought to aim at benefi cial outcomes 
for their subjects, looping eff ects are not easily predictable or controllable. 
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And if they cannot be predicted, then it is hard to hold social scientists 
responsible for them. 

 Perhaps the moral is more practical: Social scientists need to be aware of 
the eff ects that their activities of data gathering, analysis, and theorizing (or 
interpretation) can and do have on the society under investigation. Even if 
looping eff ects cannot be precisely predicted, they can be observed and to 
some extent anticipated. Whatever we ultimately make of the idea of objec-
tivity, social scientifi c objectivity should not involve the pretense that social 
scientifi c practices are invisible. For better or worse, the social sciences are 
part of the process of social change. 

 3.5 Chapter Summary 

 Th is chapter has surveyed one of the fundamental debates about epistemo-
logical naturalism. Does human subjectivity require that the concepts and 
theories of the social sciences be diff erent from the natural sciences? Or, as 
the naturalists claim, is there a single form of scientifi c knowledge? Many 
research programs within the social sciences emulate the natural sciences by 
adopting an empiricist conception of theories and concepts. Th e survey 
methodologies discussed in Section 3.2 are just one example of how the 
empiricist view of theory infl uences social scientifi c practice; we will discuss 
research on causes and correlations in  Chapters 9  and  10 . Th e strength of 
the empiricist view of theory is that concepts can be identifi ed or measured, 
and the theories can be tested. 

 Interpretivists criticize research based on an empiricist view of theory, 
arguing that it develops inadequate concepts. Social scientifi c concepts must 
encompass the ways in which the social world is meaningful to the agents. 
Interpretivists share several commitments. First, there is no neutral, unin-
terpreted, “brute data” which can form the basis of social scientifi c theorizing. 
Social phenomena are already interpreted by the subjects. Second, social 
worlds are partly constituted by norms, rules, and values. For interpretivism, 
then, the goal of social inquiry is to articulate these meanings and norms 
and to systematize them in a way that shows their interconnectedness. Th is 
is the essence of Geertz’s thick description. 

 A second question that has run through the chapter is whether we should 
take a realist stance toward the social sciences. A realist view of the social sci-
ences would take its concepts to correspond to real social entities. Where the 
natural sciences discover natural kinds, the social sciences discover social kinds. 
We saw two forms of anti-realism in this chapter: instrumentalism and social 
constructivism. Th e discussion of the looping eff ect and of the causal conse-
quences of social kinds shows that there is room for sophisticated, middle-
ground positions in this area. It is possible that social kinds are  both  real  and  
historically contingent human creations. Th e looping eff ect also brings to the 
fore another argument against the value-neutrality of the social sciences, and 
shows again how the notion of objectivity is complicated by social research. 
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 Th is chapter is the opening salvo in a larger battle between naturalist and 
anti-naturalist views. Th e debate between an empiricist conception of theory 
and interpretivism will reappear in  Chapter 5 . Some of the most damaging 
critiques of the empiricist conception of theory come not from interpretiv-
ists, but from naturalists who want to develop causal theories. In  Chapters 9  
and  10  we will discuss the critique of the empiricist conception of causality 
and law, and we will look at some recent alternatives. Interpretivism faces 
troubles of its own, and in  Chapter 4  we will look at the epistemological 
and methodological issues that it raises. How can we come to  know  what 
the subjects believe or how they conceptualize their activities? Interpretivism 
is not based on a neutral body of observation. What, then, are the evidential 
constraints on interpretation? What makes one interpretation better than 
another? Th ese are questions for the next chapter. 

 Discussion Questions 

 1. Compare instrumentalist and realist interpretations of the con-
struct “aggression.” Which view seems the most plausible to you? 
Which view can help understand whether violent video games 
cause aggression? 

 2. Both the United States census (discussed in Section 2.1) and 
research on aggression require measurement. What are the diff er-
ences between measuring “aggressive personality” and measuring 
the number of people in a country? 

 3. Schutz’s postulate of adequacy holds that social scientifi c concepts 
must be closely related to those used by the subjects. Can surveys 
be designed so that they satisfy Schutz’s postulate of adequacy? 
Must they be so designed? Why? 

 4. To what extent can (or should) social science discover features of 
a society that are hidden from the members of that society? What 
would be an example of such hidden social structures? Would 
your example violate Schutz’s postulate of adequacy? 

 5. Does thick description require that the group under study be 
clearly delineated? Can it be applied in modern societies where 
group identity is fl uid, and where people often inhabit multiple 
cultures, ethnicities, races, or genders? 

 6. It was argued in Sections 3.3 and 3.4 that interpretation cannot 
be value-neutral. Does this form of value-ladenness weaken the 
epistemic status of interpretations? 
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 Further Reading 

 For a review of the literature and discussion research on aggression, see 
Anderson and Bushman (2002); Ferguson and Kilburn (2009) have a critical 
meta-analysis of this research. Longino’s  Studying Human Behavior  (2013) 
is a philosophically informed critique of the various fi elds that study 
aggression. 

 Th e classic statement of the empiricist view of theory in the philosophy 
of social science is in Book VI of Mill’s  System of Logic,  republished as  On 
the Logic of the Moral Sciences  (1987 [1872]). While focused on the natural 
sciences, Hempel’s little textbook  Philosophy of Natural Science  (1966) has 
clear and nuanced presentations of the standard view and Nagel’s monumental 
 Structure of Science  (1961a) has an extensive discussion of the social sciences. 
Merton’s  Social Th eory and Social Structure  (1957) embeds these philosophical 
ideas into its methodological discussion. Hage’s  Techniques and Problems of 
Th eory Construction in Sociology  (1972) is a well-known text; Hage updates 
and refl ects on this view in Hage (2007). 

 Measurement is a large topic in the methodology literature, and it involves 
substantial technical complexities. Cronbach and Meehl’s seminal presenta-
tion is surprisingly accessible, and the philosophical ideas are close to the 
surface (Cronbach and Meehl 1955). Trout’s  Measuring the Intentional World  
(1998) relates the technicalities of measurement theory to the deeper philo-
sophical questions, and Michell (2007) gives an overview of the issues. 

 Martin’s  Verstehen: Th e Uses of Understanding in Social Science  (2000) is 
an extensive overview and critique of diff erent conceptions of  verstehen  in 
the social sciences. Weber presents his conceptions of  verstehen  and ideal 
types in several places. “Objectivity in Social Science and Social Policy” 
(Weber 1949 [1904]) is a readable presentation. Interpretation of Weber’s 
ideal types can be found in Aronovitch (2011) or Ringer (1997). Classic 
arguments against the empiricist conception of theories and concepts is 
found in Schutz’s “Concept and Th eory Formation in the Social Sciences” 
(1954) and Taylor’s “Interpretation and the Sciences of Man” (1971). For 
an historical overview and appraisal of these arguments, see Outhwaite’s 
“Phenomenological and Hermeneutic Approaches” (2007). Naturalistic 
responses to this critique include Rudner “On the Objectivity of the Social 
Sciences” in Rudner (1966), and Føllesdal, “Hermeneutics and the 
Hypothetico-Deductive Method” (1979). 

 Geertz’s essays “Th ick Description: Towards an Interpretive Th eory of 
Culture” and “Deep Play: Notes on the Balinese Cockfi ght” are important 
programmatic statements of contemporary interpretivism (both in Geertz 
1973a), and Winch’s  Th e Idea of a Social Science  (1958) was treated as a 
philosophical ally of the position. Critiques relevant to the topics of this 
chapter are Jarvie, “Understanding and Explanation in the Social Sciences” 
(in Jarvie 1972), Roth, “Pseudoproblems in Social Science: Th e Myth of 
Meaning Realism” (in Roth 1987), Kincaid, “A Science of Interpretation?” 
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(in Kincaid 1996), Little, “Interpretation Th eory” (in Little 1991), and 
Bohman, “Interpretation and Indeterminacy” (in Bohman 1991). See also 
Feleppa,  Convention, Translation, and Understanding  (1988), and Risjord, 
 Woodcutters and Witchcraft  (2000). In anthropology, the interpretivist pro-
gram came under severe criticism from the essays in Cliff ord and Marcus’s 
 Writing Culture  (1986). See also Asad,  Anthropology and the Colonial Encoun-
ter  (1973), and Hammersley,  What’s Wrong with Ethnography?  (1992). Th ese 
anthropological disputes are put into historical and philosophical context in 
Risjord, “Models of Culture” (2012). 

 Hacking has many essays on the looping eff ect. “Th e Looping Eff ects of 
Human Kinds” (1995) is a succinct presentation, and  Mad Travelers  is a 
fascinating case study (1998). Much of the discussion of social kinds and 
constructivism has concerned the categories of race and gender. Essays within 
this large literature which emphasize the relationship to the social sciences 
include Root, “How We Divide the World” (2000), Sundstrom, “Race as a 
Human Kind” (2002), Zack,  Philosophy of Science and Race  (2002), Mallon 
and Kelly, “Making Race Out of Nothing: Psychologically Constrained Social 
Roles” (2012), Fausto-Sterling,  Sexing the Body  (2000), Haslanger,  Resisting 
Reality  (2012), Dupré, “Human Kinds and Biological Kinds” (2004), and 
Bach, “Gender is a Natural Kind with a Historical Essence” (2012). 



 Interpretivists argued that the meaningful character of human life prevents 
the social sciences from adopting notions of theory structure, concept 
development, and objectivity from the natural sciences. In this chapter we 
turn away from concepts and theories to the evidence that supports them. 
After all, even if thick description has a literary character, interpreters base 
their interpretations on fi eldwork; they do not invent cultures. Th ose who 
maintain that interpretation is a distinctive form of inquiry need to articulate 
how interpreters acquire knowledge of others’ experiences, meanings, and 
values. Th e interest and importance of these epistemological questions is 
not limited to those anti-naturalists who believe in the epistemic distinc-
tiveness of interpretation. Th e reliability of a survey or an experiment 
depends on whether the subjects understand the questions and instructions. 
During survey development, social scientists standardly use interviews and 
focus groups to gauge the subjects’ understanding of the survey. Indepen-
dently of the issues debated in the last chapter, the epistemic soundness of 
naturalistic social science depends on the soundness of the “qualitative” 
methods associated with interpretation. In this chapter we will address these 
epistemological questions: What is the evidence for an interpretation? What 
makes one interpretation better than another? What are the constraints on 
interpretation? 

 4.1 Evidence for Interpretation 

 Qualitative Research Methods and Their Presuppositions 

 Th e research methods associated with interpretation are often called “qualita-
tive” research, and thereby distinguished from “quantitative” social science. 
While commonly used in the methodological literature, the distinction 
between qualitative and quantitative research is quite problematic. It is 
diffi  cult—perhaps impossible—to state the distinction clearly. More impor-
tantly, there are complex questions about how the social and natural scientifi c 
methods are related. Insisting on a dichotomy compresses these multi-faceted 
problems into a dogma. As used here, then, the phrase “qualitative methods” 

 4   Interpretive Methodology 
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refers only to a loose collection of research techniques. Interviews, participant 
observation, and focus groups are paradigmatic examples, but qualitative 
methods also include life histories, production and analysis of video or audio 
recordings, discourse analysis of conversations, photography and the analysis 
of visual images, and so on. Before we can engage the epistemological issues 
that such methods raise, we need an understanding of what the methods 
are, and what they presuppose about the subjects of study. 

 Interviews are, perhaps, the most prevalent of the qualitative methods. 
Th e many textbooks on social scientifi c research methods note that interviews 
may be more or less structured. Structured interviews standardize each 
encounter by strictly following an ordered list of questions, while unstruc-
tured interviews begin with an open-ended question and let the conversation 
follow its own internal logic. Semi-structured interviews occupy the middle 
ground, following a set of questions, but leaving the investigator latitude 
for follow-up questions. Th e epistemic advantage of an interview is supposed 
to be that it provides: 

 access to the participants’ understanding of the world and their experi-
ences. Qualitative interviews give participants the opportunity to describe 
experiences in detail and to give their perspectives and interpretations of 
these experiences. Th e interviewer has the opportunity to discuss and 
explore with the participants and to probe more deeply into their accounts. 

 (Taylor 2005, 40) 

 An interview, then, is supposed to give access to the subjects’ “perspectives 
and interpretations.” Th e methodological discussion of interviews typically 
focuses on ways in which a clumsy interview can keep the authentic story 
from emerging. Choices of clothing, interview location, ordering of questions, 
and so on are typically cited as important determinants of the quality of the 
interview. It is also argued that the interviewer must be able to speak the 
language well enough to meaningfully engage the subject in a conversation. 

 Focus groups are familiar because of their role in developing advertise-
ments or political campaigns. Originally developed as a way of assessing 
audience response to TV, movies, and consumer products, they have become 
an important scientifi c research tool. Unlike interviews, which are one-on-
one conversations, focus groups create a group interaction among the subjects. 
Sophisticated users of the method look not only at the product of the group 
(e.g. the transcript of what was said), they also look at the process by which 
the group disputed, questioned, and (perhaps) reached consensus. Like 
interviews, they may be more or less structured by a specifi c protocol of 
questions. A focus group is often led by a professional moderator because, 
more than interviews, a focus group requires careful management of the 
participants. If one or two people dominate the conversation with forceful 
opinions, or if some participants never become comfortable expressing their 
views in front of the others, the results may be one-sided, truncated, or 
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biased. Some proponents of focus group methods argue that they can reach 
a deeper level of social reality because they are more dynamic and intensive 
than interviews or participant observation. 

 Participant observation was articulated by Bronislaw Malinowski in the 
early twentieth century as a way to “grasp the native’s point of view, his 
relation to life, to realize  his  vision of  his  world” (Malinowski 1922, 19). It 
was quickly adopted by sociologists in their studies of urban communities, 
and it is now used across the social sciences. In anthropology, ethnographers 
have typically followed Malinowski by taking up residence among the people 
whom they are studying. In other disciplines, the interaction might be more 
casual. In all cases, the investigator engages with the subjects across a broad 
range of everyday behavior. Th e investigator may take a role within the 
group, perhaps as an apprentice or volunteer in an organization. Th e inves-
tigator will, of course, be talking with the subjects, and some of these 
conversations may be indistinguishable from unstructured interviews. Th e 
participant observer places herself in a position to either witness or be part 
of the social processes she is studying. Participant observation, therefore, can 
rely on non-verbal behavior and natural interaction in a way that is inac-
cessible to either interview or focus group methods. 

 All three of these research methods take the interpretivist critique of social 
science seriously. Th eir goal is to uncover the meaning, experience, and 
values implicit in the society or culture. Using these methods, social scientists 
learn the subject’s interpretation of the events, practices, roles, and institu-
tions that make up their social world. Th at is, they aim to uncover what 
Schutz called “common-sense thinking” about the social world (cf .  Sec-
tion 3.3). Discussion of the possible biases and mistakes of qualitative research 
in the methodological literature makes it clear that the goal is to get an 
 authentic  presentation. Th ey therefore presuppose that the subjects of a study 
have a clear view of their own experiences, motives, and perceptions. 

 Textbook presentations of qualitative research methods often take some 
pains to distinguish qualitative research from the methodology of hypothesis 
formation and testing discussed in Section 3.2. Th ey are therefore somewhat 
cagey about the role of extrapolation or generalization: 

 Formal quantitative understandings of generalizability are generally 
unhelpful and not applicable for qualitative research. Th is is because 
statistical generalizations require random representational samples using 
data that is isolated from any particular context or situation. In contrast, 
qualitative research engages in-depth studies that generally produce 
historically and culturally situated knowledge. As such, this knowledge 
can never seamlessly generalize to predict future practice. 

 (Tracy 2010, 845) 

 However, even if researchers who use such qualitative methods are not 
interested in broad conclusions about a large population, to fail to generalize 
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at all would mean that they would leave their fi eld notes and interview 
transcripts unanalyzed. All interpretive research makes general statements 
about the culture, social group, or community of which the subjects are a 
part. Th is makes it possible for there to be “historically and culturally situ-
ated knowledge” that is more than a report about the beliefs of just one 
person. Th ese methods therefore presuppose not only that the individuals 
understand their own authentic experience, but that the qualitative method 
is a window onto a structure of shared meanings. Moreover, since the subjects 
all have diff erent experiences, they must suppose that there is a stable and 
uniform social world on which the diff erent subjects have a perspective. 

 Authority and Authenticity 

 Th e idea that qualitative methods can provide an authentic glimpse into a 
society or into a person’s experience has its roots in our everyday experiences 
of communication. If I want to know what someone is thinking, I should 
ask them. Of course people sometimes dissemble, but we know how to 
identify and correct for evasions. An interpreter’s  authority,  then, is one of 
his strongest epistemic credentials .  Like an eye-witness, he or she was present 
and part of the social milieu ,  talking with the subjects, perhaps living among 
them, and listening to their stories. Like a journalist, the interpreter can 
report “I was there.” 

 A number of authors have argued that the common view of the interpreter’s 
authority is naïve. Establishing the interpreter’s authority is fundamentally 
a rhetorical problem, and it is resolved through rhetorical devices. Th e liter-
ary device known as “realism”—the use of vivid, concrete detail—is a com-
mon tactic. Textbooks on qualitative research methods advise researchers to 
develop the details: “Suffi  cient description and direct quotations should be 
included to allow the reader to enter into the situation and thought of the 
people represented in the report” (Patton 2002, 503). Critics of authenticity 
argue that by rendering his or her experience in writing, the interpreter is 
constructing the very object that is to be interpreted. Th e interpreter may 
create a sense of place by pulling together events and details that did not 
really co-exist. To protect the identity of informants, textual characters 
may be fi ctional, a mosaic created from aspects of many individuals. Par-
ticularly “informative” quotations are carefully selected from a longer text 
and presented to the reader. Th ese are not sins against veracity in interpreta-
tion; they are necessary to its creation. Th e naïveté that the critics warn 
against is to forget that interpretation is a fi ction in the sense of a “thing 
made” (cf. Section 3.3). Th e interpreter’s authority is established by a sleight 
of hand. Th e interpreter creates the text to be interpreted and then disap-
pears into the background, as if the text were a naturally occurring object 
to be observed. 

 Recognizing the interpreter’s hand in the creation of the text to be inter-
preted leads us toward a more nuanced view of qualitative methods. We 
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should not think of interviews, focus groups, and so on as providing a 
particularly authentic presentation of “the native’s point of view.” Th ey are 
the literary creation of the interpreter, and therefore the interpreter is respon-
sible (at least partly) for their content and meaning. Th e issues get more 
complicated when we think about the ways in which interviews, focus groups, 
and so on are special-purpose creations by the subjects as well. In their essay 
“Interview Society,” Atkinson and Silverman point out that interviews are 
pervasive in the contemporary, global media culture (Atkinson and Silverman 
1997). No sporting event is complete without interviews with the winners 
and losers; entertainment stars are interviewed about everything from their 
favorite cooking techniques to their political opinions. Subjects therefore 
come to an interview prepared to construct themselves through the 
conversation: 

 Th e authenticity of a life is not to be understood simply in Romantic 
terms. Th ere is no guarantee of biographical or narrative unity. Th e 
artifacts and memorabilia of a life—memories, documents, images—are 
themselves achievements. Life narratives, whether they be retrospective 
or prospective accounts, are always pastiche, as it were. Th ey are pieced 
together, always changeable and fallible, out of the stock of mementos. 
By examining how a biography is constructed, we move from the mod-
ernist theme of representation to the postmodern theme of strategies 
for the cultivation of the self. 

 (Atkinson and Silverman 1997, 319) 

 If we take this line of thought seriously, we lose touch with the idea of 
authenticity entirely. Th ere is no authentic experience to be captured in the 
interview. Th e interview is nothing more than a moment in the changing, 
fl owing narrative co-created by interviewer and subject. 

 One response to this critique of qualitative methods has been to embrace 
it as a consequence of an anti-realist stance toward the social sciences. As 
we saw in Section 3.4, one might argue that the construction of interpreta-
tions is a concern only if one were committed to the idea that the aim of 
interpretation is to truly or falsely represent an independent reality. Con-
struction of a text that is then interpreted looks like a sleight of hand only 
if we are committed to a conception of objectivity which demands that the 
object of study be entirely independent of the inquiry. In other words, the 
response concludes, these epistemic worries arise only if one adopts a realistic 
stance toward the social sciences. However, even if we accept this response 
and admit that interpretations and their subject matters are textual through 
and through, the qualitative researcher owes us an account of why one 
interpretation is better than another. What  does  distinguish fi eldwork from 
fi ction? 

 Another sort of response to the critique of authenticity is to look more 
carefully at the notion of “experience” which is employed in most discussions 
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of interpretive methodology. To think that “description and direct quota-
tions” could somehow “allow the reader to enter into the situation and 
thought of the people” (Patton 2002, 503) is to reach for the unattainable. 
Th e mistake was to move from the (correct) thought that humans are self-
interpreting animals who create meaningful social worlds, to the (mistaken) 
goal of representing  experience  in an interpretation. Th is mistake is doubled 
when experience is regarded as somehow uniform across the community, 
constituting the “thought of the people” or “the natives’ point of view.” 
Instead of thinking that qualitative methods provide a glimpse into experi-
ence, we should think of qualitative methods as producing evidence about 
how people interact with each other. Th e interview text, focus group process, 
or activities of participant observation are all forms of human interaction 
shaped by the social background of the specifi c participants. Th e goal of 
interpretation is to characterize those social relationships, and the interpreter’s 
encounter is evidence for that characterization. 

 Refl exivity 

 Some social scientists and philosophers have recommended that attention 
to “refl exivity” can compensate for the challenges articulated in the previous 
section. Sandra Harding once expressed this as the demand that “the 
researcher be placed in the same critical plane as the overt subject matter, 
thereby recovering for scrutiny in the results of research the entire research 
process” (Harding 1987b, 31). Refl exivity is a response to the recognition 
that, in the social sciences, the researchers are subject to the very same social 
forces they are studying. Interpreters come to the research project with 
background beliefs and values, as well as a social position. Th e interpreter’s 
interaction with the subjects relies on specifi c forms of social engagement. 
Th e claim is that if the interpreter can (somehow) recognize and refl ect on 
these background conditions of the research, the research will be more 
epistemologically robust. Some have even claimed that it can achieve a kind 
of objectivity appropriate for interpretation and distinct from the objectivity 
of the natural sciences. Th e philosophical problem is to unpack “refl exivity.” 
We need to understand what is being asked of the interpreter and its epis-
temological relevance for interpretation. 

 One form of refl exivity found in the qualitative research methodological 
literature involves a technique known as “bracketing.” Qualitative researchers 
are advised to identify their beliefs, values, interests, feelings, and social roles 
relevant to the subject of study. Researchers are urged to refl ect on the way 
that these might infl uence the data collection and analysis. Th e exercise is 
supposed to be the “means by which researchers endeavor not to allow their 
assumptions to shape the data collection process and the persistent eff ort 
not to impose their own understanding and constructions on the data” 
(Ahern 1999, 407). Th inking through one’s presuppositions is, no doubt, a 
useful exercise for any researcher. And interpreters do want to avoid simply 
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reading their preconceived ideas into the interpretation. However, the sig-
nifi cance of bracketing as a way to enhance validity or objectivity is dubious 
for several reasons. 

 First, there is no reason to suppose that interpreters are especially good 
at understanding their own biases. Recall from Section 2.3, for example, the 
way that evaluative presuppositions are embedded in thick moral concepts. 
It is easy not to notice that a concept like “aggression” has a negative moral 
valence, and to treat it as if it were a simple description of the facts. Th e 
most worrisome biases in research are transparent to those who hold them. 
Hence, if used as recommended, the exercise of bracketing is more likely to 
instill a false confi dence than to uncover a problematic bias. More deeply, 
bracketing assumes that the interpreter’s assumptions (etc.) are a veil that 
distorts a clear understanding of the subjects. Hence it presupposes the kind 
of authenticity criticized in the previous section. Qualitative methods produce 
evidence through an interaction of interpreter and subjects, and all of the 
parties’ backgrounds and perspectives contribute to the result. It is a mistake, 
then, to think that the interpreter’s contributions can be fi ltered out, leaving 
only the pure substance of the social object. 

 A diff erent kind of refl exivity has appeared in the way interpretive mono-
graphs are written. Traditional narratives in the interpretive social sciences 
tried to adopt the stance of a neutral, objective documentation of social 
reality. We saw above the argument that such presentations create an ille-
gitimate sense of authority by erasing the interpreter from the interpretation. 
Th e result of this critique has been a trend of self-conscious writing that 
puts the interpreter in the center of the narrative. Rather than describe the 
social group from the standpoint of a socially invisible and omniscient nar-
rator, the narrative is written at least partly in the fi rst person. Th e interpreter’s 
experiences, feelings, and mistakes are explicitly described and integrated 
into the analysis and description. Unlike the exercise of “bracketing,” this 
kind of refl exivity takes seriously the role of interpreter in the creation of 
the phenomenon to be understood. It tries to make the production of the 
narrative self-conscious, thereby highlighting the way the “text” to be inter-
preted is the joint product of the interpreter and the subjects. Th erefore, it 
is argued, refl exive interpretation establishes the epistemic credentials of the 
interpreter without fabricating an illusory authority. 

 In assessing this sort of refl exivity in writing, Paul Roth has argued that 
it does not live up to its epistemological aspirations (Roth 1989). Th e epis-
temological problem is whether the interpreter has established a position in 
the society from which to report, and whether those reports are reliable. 
Th e interpreter may have established an epistemically responsible position 
even if the position is not articulated, and the articulation of position pro-
vides little additional epistemic confi dence. Moreover, fi rst-person disclosure 
by the interpreter is another way in which an author can construct a picture 
of themselves. Just as it is a mistake to think that the results of an interview 
can be an “authentic” presentation, there is little reason to think that an 
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interpreter’s construction of themselves in a monograph is authentic. It is 
not enough, then, to simply include the interpreter’s social position, reac-
tions, and feelings in the text. 

 Th e foregoing criticisms of refl exivity have not touched the claim that the 
evidence for interpretation is jointly produced by the interpreter and subject. 
Th is point has clear epistemic signifi cance and does not depend on dubious 
claims about authenticity or self-transparency. Another way to approach the 
issue of refl exivity, then, is to ask whether the interpreter was aware of the 
ways in which the qualitative methods produced their results, and whether 
these modes of production were included in the analysis. Charles Briggs 
argued that interviewers do not typically understand how the interview is a 
joint production, and this kind of failure of refl exivity has serious eff ects 
(Briggs 1986). Interview subjects apply culturally specifi c communicative 
norms to the interview, and these “metacommunicative” frameworks may 
be at odds with the framework of the interview. A simple example is provided 
by Ingrid Monson’s (1996) enthnomusicological study of New York jazz 
musicians. Her subjects were quite familiar with interviews, but they under-
stood them within a journalistic framework. In their experience, interviews 
had been a couple of questions about their approach to the music, their 
motivations, and so on. Such interviews might be conducted by telephone 
or after a concert. Th ey were quite surprised when Monson wanted extended 
discussions, and when she asked them to comment on specifi c elements of 
recorded performances. Th e musicians came to the interview prepared for 
a very diff erent kind of self-presentation than what Monson was looking 
for. Both interviewer and subject had to adjust their expectations and 
responses in order to make the interviews work. A refl exive interpreter, then, 
needs both to make adjustments to such local norms of communication, 
and to explicitly recognize their infl uence on the fi nal product (the interview 
text) in the analysis. 

 Th ese refl ections on refl exivity challenge the common-sense idea that if 
we want to know what someone is thinking or feeling, one should simply 
ask. Th e debates over authenticity and refl exivity have shown, at least, that 
such a naïve approach is inadequate. A philosophical grasp of the epistemol-
ogy of qualitative research requires a more nuanced understanding of the 
way in which qualitative evidence is produced. Th is puts a heavy burden 
on investigators to understand the subjects’ point of view  on the research 
process,  not just on their social world. 

 4.2 Rationality, Explanation, and Interpretive Charity 

 The Problem of Apparent Irrationality 

 Understanding beliefs and practices that are profoundly diff erent from one’s 
own is one of the deepest challenges of the social sciences. One of the reasons 
for the popularity of works of anthropology and history is that they present 



Interpretive Methodology 65

forms of behavior that are at once utterly bizarre, yet comprehensible after 
the anthropologist or historian has explained them. But how is the transition 
possible? Th is is a somewhat diff erent kind of epistemic question than those 
that concerned us in Section 4.1. Th e problem here concerns how interpreta-
tions should change. A form of behavior can seem “utterly bizarre” only 
because it has been interpreted in a particular way. If it later seems “compre-
hensible,” it is because a better interpretation has been off ered. What makes 
the latter  better?  In general, what makes one interpretation superior to another? 

 Consider, as an example, the puzzles about Azande witchcraft, which we 
encountered briefl y in  Chapter 1 . Unlike European witches, Azande witch-
craft was not deliberate. It was the unintentional result of a person’s malevo-
lent feelings. When an unfortunate event occurred, such as a tree falling on 
a child or the unexpected death of a cow, the Azande explained it as due 
to witchcraft: a malevolent force left the witch’s body and caused the harmful 
event. To be accused of witchcraft had social consequences because the 
aff ected persons could demand retribution from the witch. Th e Azande 
therefore used oracles and autopsy to determine whether witchcraft accusa-
tions were true. So far, the beliefs seem odd, perhaps, but not incompre-
hensible. Belief in witches is not much diff erent from the belief that forces 
I do not understand cause my computer to freeze and crash. Th e deeper 
puzzle arises from (apparent) logical incoherencies in the Azande belief 
system. In Section 1.1, we discussed the apparent incoherence that arose 
out of the practice of consulting oracles. Evans-Pritchard found that Azande 
witchcraft was puzzling in other ways too. 

 Th e Azande believed that the capacity for witchcraft was heritable. A male 
witch’s sons were all witches, as were a female witch’s daughters. Evans-
Pritchard noticed that, if there had been enough verifi ed cases of witchcraft, 
then all Azande people would be implicated. Everyone should be a witch. 
When Evans-Pritchard inquired about this consequence, the Azande appar-
ently agreed that there had been enough verifi ed cases of witchcraft to 
implicate every family; yet they denied that all Azande are witches. Th e 
Azande thus apparently accepted an inconsistent triad of beliefs. What makes 
this case deeply puzzling is that, according to Evans-Pritchard, when he 
pointed out the inconsistency, the Azande were unmoved: 

 Azande do not perceive the contradiction as we perceive it because they 
have no theoretical interest in the subject, and those situations in which 
they express their beliefs in witchcraft do not force the problem upon 
them. 

 (Evans-Pritchard 1937, 25) 

 For Evans-Pritchard, this failure to think logically was an indication that 
Azande thought was taking a specifi c form. In some domains, such as gar-
dening or house-building, their beliefs were empirically based common sense. 
In the domain of witchcraft, Azande thought was “mystical,” and mystical 
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thought has “its own logic, its own rules of thought” (Evans-Pritchard 1937, 
79). Th e failure to conform to empirical common sense was thus an indica-
tion that another sort of explanation was required. 

 Evans-Prichard’s interpretive practice, therefore, treated true belief and 
logical inference diff erently than false belief and illogical inference. True 
beliefs, such as the belief that the crops need rain, require no special inter-
pretation; logical inferences, such as the inference that the crops are not 
growing because there has been no rain, are understood at face value. False 
beliefs and illogical inferences require explanation in terms of mystical think-
ing, esoteric doctrine, the social function of the practice, or something 
similar. Evans-Pritchard was thus committed to what later came to be called 
the  asymmetry thesis:  False belief and illogical inference need explanation, 
while true and logical beliefs do not. 

 Relativism and Rationality 

 In “Understanding a Primitive Society,” Peter Winch criticized Evans-
Pritchard for his asymmetrical treatment of true and false belief (Winch 
1964). Asymmetry, Winch contended, presupposes that truth and rationality 
are language- or culture-independent standards against which interpretation 
can be judged. Winch argued that this presupposition is mistaken. All lan-
guages make a distinction between what is real and unreal (or between 
rational and irrational), but the precise way in which these distinctions are 
drawn depends on the other practices available to support the distinction. 
For us, science is the primary example of reasoning from empirical evidence 
to unseen causes. To say that something is (or is not) real invokes criteria 
that are rooted in scientifi c practice. For a social group that does not use 
controlled experiment or statistical analysis, the distinction between what is 
real and what is unreal must be drawn on diff erent grounds. As Evans-
Pritchard himself notes, the Azande distinguish among events for which 
humans are responsible, natural accidents, and witchcraft. Th e interpretive 
problem is to understand the Azande criteria for identifying  real  witchcraft. 
Uncritical deployment of our distinction between “real” and “unreal” is 
bound to miss the point of the Azande distinction between real witches and 
those falsely accused. 

 For Winch, then, whether a belief is true or false, rational or irrational, 
by our lights is irrelevant to the interpretation. Th e interpreter needs to 
examine the subjects’ practices of distinguishing reality from illusion, magical 
causation from natural causation, reasonable from unreasonable inferences, 
and so on. Th e interpreter thus needs to add local criteria of reality and ratio-
nality to the thick description. Doing so treats true and false belief, and 
rational and irrational inference, as  symmetrical  in the sense that all stand 
in equal need of interpretation. It is just as much of a challenge to explain 
why the Azande have true (according to us) beliefs about their gardens as 
to explain why they have false (according to us) beliefs about witches. 
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 Winch’s argument has been taken to support a form of cultural relativism 
about reality and rationality. Th ere are many doctrines associated with relativ-
ism, but they have two commitments in common. First, any form of relativism 
must claim a dependence relation: X  is relative to  Y. Both the character of the 
dependence and of the things related (what X and Y might stand for) vary 
among forms of relativism. Th e conclusion of Winch’s argument is that ratio-
nality and reality depend on culture. Others have argued that morality depends 
on culture, or suggested that rationality might be relative to historical period. 
Dependence alone, however, is not suffi  cient to constitute relativism. One 
might recognize cultural diff erences in what counts as real or rational, yet still 
insist that some cultures are correct while others are mistaken .  Th e second 
commitment of relativism, then, is  incommensurability:  Th ere is no common 
standard or independent arbiter of what is real, rational, right, or whatever it 
is that is said to be relative. By contending that the criteria for what is real or 
rational are always embedded in a particular set of practices, Winch’s argument 
denies that there are language- or culture-independent grounds to determine 
whether one culture is correct in its assessment of rationality or reality. 

 Winch’s argument therefore establishes a form of relativism, and the argu-
ment for it fl ows from the interpretivist framework. Th e enterprise of thick 
description supposes that the meaning of words, actions, symbols, and so 
on is constituted by the practices of which they are part. Th is applies to the 
distinction between reality and illusion, or good and bad inference, as well 
as it applies to witches or rituals. An interpreter is thus bound to seek out 
and apply local criteria. 

 The Principle of Charity 

 In response to the interpretivist position, a number of philosophers have 
argued that by denying the asymmetry thesis, Winch makes interpretation 
impossible. Th e interpretivist position puts no limit on the diff erences between 
any two languages; anything that is regarded as true according to one could 
be regarded by another as false. Against this, some have argued for the neces-
sity of a  principle of charity.  A fi rst pass at the principle of charity is: Interpret 
so that your interlocutors have mostly true beliefs. One argument for the 
principle of charity begins from the idea that beliefs and sentences have 
content insofar as they are about something, and a belief can be about some-
thing only insofar as it is truly described. As Donald Davidson put the point: 

 how clear are we that the ancients—some ancients—believed that the 
earth was fl at?  Th is  earth? Well, this earth of ours is part of the solar 
system, a system partly identifi ed by the fact that it is a gaggle of large, 
cool, solid bodies circling around a very large, hot star. If someone 
believes  none  of this about the earth, is it certain that it is the earth that 
he is thinking about? 

 (Davidson 1984, 168) 
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 If the attributed beliefs were entirely false, Davidson argues, the interpreter 
would have no grounds for saying that they were about one thing rather 
than another. In order to interpret at all, the interpreter must attribute some 
true beliefs. And because beliefs form a network, the whole set must be 
largely true. Attribution of false belief is, of course, possible, but the content 
of disagreement is sharpened by the background of agreement. 

 Not only must the interpreter and the subjects agree, at least in large 
part, they also must have very similar criteria of good reasoning (logic). 
Martin Hollis (1967) argued that if “mystical beliefs” are to be attributed 
to a culture, then those beliefs must be reasonable in the light of their 
other beliefs. But, he asks, whose criteria of “reasonable” are to be used? 
Th e criteria must be discovered, and at the outset of the inquiry the only 
criteria available to the interpreter are his or her own. Once those criteria 
of rationality are applied, however, it is too late to “discover” a diff erent 
form of reasoning. For interpretation to be possible at all, then, there must 
not only be broad agreement about the content of beliefs, but also about 
their reasonableness. 

 Th e principle of charity should not be understood as making disagreement 
impossible. People obviously do disagree about the truth and reasonableness 
of many things. Th e principle of charity makes the most sense when under-
stood as constraining the early stages of the inquiry. An interpreter must 
assume that the people with whom he or she speaks are competent users of 
their own language. Th ey will generally use words when it is appropriate. 
For declarative sentences in ordinary contexts, this means that the sentences 
are taken to be true. Interpretation therefore requires a  bridgehead,  as Hollis 
called it, of true and rational belief about simple, everyday matters. As Hollis 
punned: “If the natives made no statements about the cat on the mat and 
the cow in the corn which can be translated to yield truths, the anthropolo-
gist has no way into the maze” (Hollis 1967, 232). 

 Understanding disagreement, then, especially about deep matters, must 
come at a later stage of the inquiry when the interpreter has some confi dence 
in the translations about ordinary matters. When it comes to interpreting 
areas of disagreement, the recommendation to attribute mostly true beliefs 
is not terribly helpful. Philosophers have therefore understood the principle 
of charity as requiring that the interpretation minimize  inexplicable  disagree-
ment. It is no confl ict with the principle of charity to say that the Azande 
believe in witches, which do not exist according to the interpreter, as long 
as the interpreter is in a position to explain why they have this belief. What 
other beliefs or social forces support the belief in the effi  cacy of witchcraft? 
Why  don’t  they have a “theoretical interest” in the consistency of their beliefs 
about witchcraft? 

 Th e arguments for the principle of charity thus try to reestablish the 
asymmetry between true and false, rational and irrational, that Winch criti-
cized in Evans-Pritchard’s work. Notice how the principle of charity both 
puts limits on possible interpretations and provides criteria for evaluating 
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them. We would expect the subjects of interpretation to have true and 
rational beliefs about the great mass of ordinary, everyday phenomena. Th ese 
will be true and rational and the principle of charity—according to the 
above arguments—entails that there will be agreement between interpreter 
and subjects about what is taken as true and rational. Th e interpreter is not 
obligated to give any special explanation for why these beliefs are held. It 
is suffi  cient that they are true and rational. False or irrational belief, on the 
other hand, can be attributed to the subjects, but it must be accompanied 
by a special explanation. Th e relativism that follows from interpretivism is 
defeated by showing that an interpretation that portrayed a group as using 
radically diff erent criteria of truth or rationality would never be the best 
interpretation. 

 Some have pointed out that once we start thinking of translations and 
belief attribution as explanatory, it leads to a breakdown of the asymmetry 
thesis which Hollis and other critics of Winch wanted to reinstate. Th at 
someone holds a true belief stands in just as much need of explanation as 
a false belief. Th e diff erence is that the explanations for true belief are often 
trivial: Jones believes that there is a rabbit in the garden because there  is  a 
rabbit in the garden, and she can see it. But true belief might be puzzling 
too. Suppose an untrained person correctly judges that another person has 
cancer. How did that happen? Was it a lucky guess, or something else? Th e 
demand to minimize inexplicably false belief becomes the demand to simply 
minimize inexplicability. Th e best interpretation, then, would be the best 
explanation. Mark Risjord goes on to argue that if interpreters can appeal 
to norms of rationality in their explanations of why the subjects make an 
inference or hold a belief, we have returned to something like Winch’s 
original conclusion (Risjord 2000). Th e principle of charity, in this view, 
ceases to be a substantive constraint on translation. Th is sort of view faces 
challenges of its own, of course. “Explanation” needs to be understood so 
that meaning and value are the kinds of thing that can be explained. Also, 
this view relies heavily on explanations that appeal to social norms and rules. 
As we will see in  Chapter 7 , accounting for the normativity of the social 
world is a complicated issue. 

 4.3 Cognition, Evolution, and Interpretation 

 Philosophers and anthropologists are not alone in their interest in human 
reasoning. Experimental psychologists have produced a variety of results that 
are directly relevant to both social scientifi c and philosophical understanding 
of social phenomena. Th ey challenge the presuppositions of the philosophical 
debates and they suggest new strategies for understanding the social world. 
We will be considering these challenges and questions throughout the chapters 
that follow. In this section, we will begin with the way psychological experi-
ments challenge the problem of apparent irrationality and the interpretivist 
project more generally. 
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 Bounded and Unbounded Rationality 

 One interesting and much discussed result experiment from the study of 
reasoning is the Wason Selection Task. Th e standard setup goes like this. 
You are shown four cards arranged as in   Figure 4.1  . Each of these cards has 
a shape on one side and a solid color on the other. As you can see, two 
cards show their shape side and two show their color side. Which card or 
cards must you turn over to determine the truth of the proposition “if a card 
has a circle on one side, then it is black on the other side”? Th e answer is 
in the end note to this sentence (no peeking!).  1   

   Chances are if you genuinely tried to answer the question before reading 
the footnote, you got it wrong. Most people do—as many as 90 percent 
get it wrong in some studies—yet the answer in the end note clearly follows 
the rules of elementary logic. Subjects who get the answer wrong typically 
accept the explanation when it is given. Th at is, while they are apparently 
able to think through the logical problem, they make mistakes anyway. Th e 
result is surprisingly robust: even mathematicians and logic teachers get it 
wrong 50 percent of the time. Th e Wason Selection Task is just one of a 
number of results which seem to show that humans tend to systematically 
and reliably fail to conform to the simplest norms of deductive and induc-
tive inference. Studies have shown that humans ignore sample size, forget 
base rates, imagine illusory correlations, and make a hash out of 
conditionals. 

 Now, the professor who is teaching your logic course will nod knowingly 
if you present her with this psychological data. She has seen students com-
mit every fallacy in the book. Nonetheless, she will say, these results do not 
tell us much about logic. Logic is the study of how we  ought  to reason, not 
how we do, in fact, think. Th e rules of logical inference are normative in 
this sense. It is common to use the distinction between  bounded  and 
 unbounded  approaches to make sense of the relationship between logical 

  Figure 4.1  Wason Selection Task 
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rules and human inferences. Logic, probability theory, decision theory, and 
game theory abstract away from the messy particularities of human thought 
processes. Th ey treat reason as an ideal system, and reasoners as if they were 
not subject to limitations of time, memory, or ability to calculate. Such 
approaches to reasoning and rationality are unbounded. A bounded approach, 
by contrast, understands human reasoning as having limited resources and 
as being robustly prone to systematic mistakes. Models of bounded rational-
ity aim to provide a realistic presentation of human reasoning or decision-
making processes. Th e psychological results which show patterns of inference 
at odds with classical logic or decision theory are the data for such models, 
and a good model explains why we make good inferences under some con-
ditions and bad ones under others (where “good” and “bad” are judged from 
the point of view of classical logic and decision theory). 

 Interpretative research has traditionally supposed that to understand a 
social group is (in part) to understand its norms, rules, and values. Cultural 
rules tell members of a culture how they ought to reason or act, and devia-
tions from these norms are treated as mistakes. Th e relativist idea that what 
is “real” and “rational” might vary among cultures relies on the idea that 
cultural rules specify correct ways of reasoning. Interpretivism thus relies on 
an unbounded model of rationality. Th e philosophers and anthropologists 
who were concerned to make sense of “alternative ways of thinking” accepted 
this distinction between norms of reasoning and the descriptions of psychol-
ogy. Th e problem of apparent irrationality arose against the background of 
the interpretivist project. As a result, it asked: Do we need to postulate other 
norms, diff erent forms of rationality, to make sense of people in other places 
and times? 

 Considered from the perspective of a bounded model of rationality, the 
problem of apparent irrationality disappears, or so one might argue.  Nobody  
always makes the inferences dictated by classical logic and probability theory, 
so it is unsurprising to fi nd pervasive deviations from these rules in other 
times and places. Evans-Pritchard should not have been so impressed by the 
Azande’s lack of “theoretical interest” in the contradiction he pointed out 
to them. In this way, the Azande are no diff erent from the subjects of Wason’s 
experiments. Th ere are two important conclusions to be drawn from this 
point. First, against the relativist side of the interpretivist project, a phe-
nomenon like Azande witchcraft is not a suffi  cient reason to postulate that 
other social groups use norms of reasoning diff erent from classical logic. 
Th ere may be other reasons, of course, such as the existence of an alternative 
tradition of logic (as we fi nd in classical Buddhism). Second, against the 
rationalist side of the interpretivist project, the principle of charity cannot 
be used as an argument for interpreting humans as necessarily conforming 
to the norms of classical logic. A “bridgehead” of true and rational belief is 
a bridge too far. 
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 Cognitive Roots of Culture 

 One might argue that an interpretivist can accept the conclusions of the 
foregoing section. While the project needs to be modifi ed to include a 
bounded perspective on reasoning, the fundamental notions of interpretivism 
remain untouched. We should still see humans as self-interpreting beings. 
Social phenomena are already meaningful and rule-constituted, and therefore 
thick description remains the goal of understanding human groups. Th eoriz-
ing about human cognition, however, is not limited to the Wason Selection 
Task. A broad range of experimental results in cognitive psychology seem 
directly relevant to understanding human sociality, and they suggest explana-
tions of many social phenomena. Do theories that invoke psychological 
underpinnings of culture supplant interpretivism? 

 Consider again the Wason Selection Task. It may have struck you that 
the low rate of success by subjects is a consequence of the way in which the 
problem is presented. Perhaps subjects can reason perfectly well, but they 
got confused by the presentation. To exclude this possibility, experimental 
psychologists present the task in a variety of ways and test whether the 
variations make a diff erence to the outcome. It turns out that  content  makes 
a diff erence. Th e previous example posed the problem in terms of shapes 
and colors. Suppose the problem was posed with   Figure 4.2  , and the subjects 
are now given this instruction: 

 You are a bouncer in a bar, and you’ll lose your job unless you enforce 
the following law: 

 “If a person is drinking beer, then he must be over 21 years old.” 
 Th e cards have information about four people sitting at a table in your 

bar. Each card represents one person. One side of a card tells what a 
person is drinking, and the other side of the card tells the person’s age. 

 Indicate only those card(s) you defi nitely need to turn over to see if 
any of these people are breaking the law. 

 (Based on Cosmides 1989) 

  Figure 4.2  Social Selection Task 
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   When the problem is presented in social terms, performance dramatically 
increases. In some experiments while less than 25 percent of subjects cor-
rectly choose both cards 1 and 4 when the problem is presented abstractly, 
75 percent do so in the drinking age problem (Cosmides 1989). Leda 
Cosmides and John Tooby concluded that human reasoning is domain-
specifi c in the sense that we are hard-wired to quickly solve problems of a 
specifi c sort (Tooby and Cosmides 1992). We have evolved in a specifi c 
natural and social environment, and in order to survive we had to be able 
to reason about the problems this environment presented. Detecting cheaters 
is one such problem. Our capacity to reason about problems like the Wason 
Selection Task may be part of a cognitive process that is primarily designed 
to solve social problems like the detection of cheaters. 

 It is not news that the human mind might have specifi c mechanisms or 
capacities that make humans suitable for social life. Nineteenth-century 
social theorists postulated the “psychic unity of mankind,” holding that the 
evolution from simple, “primitive” forms of culture to more complex civi-
lizations was an evolution of the human mind. (Th is was the context of the 
question about “primitive mentality,” which we saw in the discussions of 
Azande witchcraft in Sections 1.1 and 4.2.) While late-twentieth-century 
theorists share a commitment to evolution, they diff er from nineteenth-
century theorists in several ways. First, they take the psychological founda-
tions of human sociality to be more-or-less fi xed after the emergence of 
modern humans 200,000 years ago. Culture has changed since then, but 
the basic architecture of the mind is unchanged. Second, contemporary 
social science tries to link specifi c features of human psychology with par-
ticular social phenomena, thus explaining aspects of human society by refer-
ence to psychological mechanisms. 

 An interesting example of the recent work connecting cognition to culture 
is Scott Atran’s  In Gods we Trust  (Atran 2002). Atran sets out to explain the 
universal human belief in the existence of supernatural agents. Ghosts and 
zombies, gods and demons, are found everywhere. Atran’s explanation draws 
on several well-established features of human cognition. First, from infancy, 
humans distinguish between agents and non-agents in their environment. 
Th at is, we identify some events as arising from intentions or motives, and 
others to be the result of blind causes. Th is “agency-detection module” is 
sensitive and tends to over-identify agency. (In the language of  Chapter 2 , it 
produces false-positive results.) After all, it is better to hear the wind as the 
pad of a tiger than to think the pad of a tiger is just the wind. Atran argues 
that when the agency-detection module misidentifi es an agent, the result is 
a representation violating innate expectations about object kinds. Trees are 
not supposed to speak, so when whispers are heard in the rustling of leaves, 
it is a striking event. Representations of agents with supernatural powers are 
thus naturally invented and re-invented by people. Some of these representa-
tions are communicated and remembered, and Atran draws on features of 
memory and communication to explain why some representations stick. 
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 Interpretation and Cognitive Explanation 

 Work like Atran’s sets up a confl ict between psychological explanations of 
social phenomena and traditional interpretations. On an interpretivist view, 
gods and spirits need to be understood as part of a system of ideas. Th ey 
get their meaning from religious discourse on one hand and ritual practice 
on the other. Whatever the virtues of a universal explanation like Atran’s, it 
seems doomed to miss much of what makes humans unique. An interesting 
question of contemporary philosophy of social science, then, is to understand 
the relationship between cognitive explanations of social phenomena and 
their interpretation. 

 Anti-naturalist programs in the social sciences have held that studies of 
the social world should be methodologically and theoretically isolated from 
facts of human psychology and biology. An interpretation of, say, ritual 
practice neither requires nor benefi ts from theories of cognition. While these 
anti-naturalist views postulate a gap between interpreting culture and under-
standing psychology (or evolutionary biology), they must make some psy-
chological assumptions about learning and socialization. Interpretivists take 
culture to be prior to individual psychology in two ways. First, cultures and 
social structures are temporally prior to any individual. Th e individual is 
socialized into the culture, and adopts the local ways of living. Culture is 
thus prior to the individual in the second sense that the features of personal-
ity, belief, and ways of acting are derived from the culture (not vice versa). 
Th is priority of culture over the individual presupposes that individuals are 
largely a blank slate onto which culture is written. While there may be some 
innate learning propensities, such as the human’s unique ability to learn 
language, these are content-neutral. Th ey have little or no infl uence on the 
characteristics of a culture. Interpretivists conclude that there is no meth-
odological or theoretical need to pay close attention to the details of human 
psychology, biology, or evolutionary history when trying to interpret social 
groups. 

 In “Th e Psychological Foundations of Culture” (1992), Tooby and Cos-
mides argue against the psychological presuppositions of interpretivism. 
Postulating content-rich psychological mechanisms has been a very successful 
explanatory strategy. Th e hypothesis that we have agent-detectors, capacities 
to detect cheaters, propensities to remember certain kinds of representations, 
and so on, is inconsistent with the assumption that our learning mechanisms 
are perfectly general. It also supports better explanations of the same phe-
nomena, and it garners support for the social sciences from psychology and 
evolutionary biology. Interpretation must therefore be replaced with the 
alternative view that: 

 Th e human psychological architecture contains many evolved mechanisms 
that are specialized for solving evolutionary long-enduring adaptive prob-
lems and that these mechanisms have content-specialized representational 
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formats, procedures, cues, and so on. Th ese richly content-sensitive 
evolved mechanisms tend to impose certain types of content and con-
ceptual organization on human mental life and, hence, strongly shape 
the nature of human social life and what is culturally transmitted across 
generations. 

 (Tooby and Cosmides 1992, 34) 

 Interpretivists and other anti-naturalists have some possible responses to 
this strong position. First, one might argue that even if we accept the value 
of using cognitive mechanisms to explain cultural phenomena, these hypoth-
eses would still have to be tested by looking at the variety of the world’s 
cultures. Understanding the content of the ideas will require interpretation, 
perhaps even thick description. Th erefore, cognitive theorizing could not 
completely replace interpretation, on pain of having no methodology for 
discovering content at all. Moreover, Tooby and Cosmides’ alternative seems 
to change the subject. Where interpretivists were interested in questions of 
diff erence—the nature and scope of human variation—the proponents of 
cognitive and evolutionary explanations are interested in human universals. 
It may be true that interpretivism has retained an out-of-date psychology 
of learning and socialization. It remains to be seen, one might argue, whether 
updating that psychology will completely undermine the methodology of 
interpretation or the specifi c interpretations based on it. 

 Th ere is a middle ground between the interpretivist view that cognitive 
explanations can be ignored and Tooby and Cosmides’ view that cognitive 
explanations supplant interpretation. One might hold that the social sciences 
need both interpretive and explanatory approaches. Tomas Lawson and 
Robert McCauley call such a position “interactionism,” and they characterize 
it this way: 

 Explanation and interpretation are, then, diff erent cognitive tasks. Th ey 
supplement and support one another in the pursuit of knowledge. . . . 
Specifi cally, interpretations presuppose (and may reorganize) our sys-
tematic, empirical knowledge, whereas successful explanatory theories 
both winnow and increase it. Interpretations uncover unexpected con-
nections in the knowledge we already posses; the success of new explana-
tory theories establishes new vistas. 

 (Lawson and McCauley 1990, 30) 

 Rather than replacing interpretation, the interactionist view recognizes that 
any attempt to explain social phenomena in psychological terms is going to 
require substantial interpretive results. We need some set of concepts with 
which to begin any inquiry. Interpretation is required for developing these 
in the context of the wide variety of human cultures. At the same time, 
interpretation alone does little to develop or refi ne social theories. On the 
interactionist view, the job of explanatory social science is to propose and 
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test new theories, and to link together diff erent lines of inquiry. In this 
section, we have seen the relevance and importance of cognitive explanations. 
We will encounter these again, along with other explanatory paradigms, in 
subsequent chapters. Th e ongoing challenge, for both philosophers and social 
scientists, is to blend interpretation and explanation in ways that are con-
ceptually sound and empirically fertile. 

 The New Questions of Naturalism 

 In  Chapter 3 , the problem of naturalism was posed in terms of the confl ict 
between interpretivism and an empiricist view of theory. Empiricism 
imported ideas about theory structure, concept development, and hypothesis 
testing from the natural sciences into the social domain. Interpretivism 
resisted this on the grounds that empiricist methods did not penetrate the 
meaning of actions and social events. To uncover intentions, values, norms, 
and meaning, diff erent kinds of methods and theories were necessary. Th e 
debates over interpretive methodology we have surveyed in this chapter have 
led us to a new perspective on the problem of naturalism. Research in social 
psychology, cognitive science, neuroscience, and animal ethology has begun 
to uncover the psychological and biological underpinnings of human social-
ity. Th is research does not rely on the sort of “brute data” of thin description 
criticized by the interpretivist. It challenges interpretivism by undermining 
its implicit psychological assumptions, thereby closing the gap between 
human psychology and social meanings. Cognitive theories also seem to 
show common patterns within and limits to the range of human beliefs and 
attitudes. One might argue that these universal patterns should limit the 
range of possible interpretations. 

 Th e rise of the cognitive sciences and their apparent relevance for ques-
tions about the social world brings out the question of naturalism in a new 
way. We can think of naturalism as raising several specifi c challenges for 
interpretivism. First, interpretivism needs to respond to Tooby and Cosmides’ 
charge that it rests on a bad psychology. While it is true that many of the 
classical proponents of interpretivist views seemed to hold views like those 
criticized, the idea that the social world is meaningful does not entail any 
particular psychology. Th e challenge here is to fi gure out whether the results 
of recent work in the cognitive sciences can be made compatible with some 
version of interpretivism. 

 At the same time, interpretivists will not want to take the results of cogni-
tive science at face value, nor should they. A second challenge, then, is to 
reach a critical understanding of exactly what the evidence is showing us. 
Experimental and other results need to be interpreted, and the interpretations 
rest on theoretical and philosophical commitments. To what extent and in 
what precise ways does current research undermine the presuppositions of 
interpretivism? One of the important issues in this area concerns the way in 
which social norms are understood, an issue we will discuss in  Chapter 7 . 
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 A third challenge arises out of the suggestion that interpretive and explana-
tory approaches are complementary. How, exactly, is the interaction sup-
posed to work? How should theories about cognitive processes inform 
research based on surveys, interviews, participant observation, and so on? 
In the methodology literature, the problem of bringing diff erent approaches 
together in one study is sometimes called the problem of “triangulation.” 
It seems likely that diff erent methods will yield a wider range of data, and 
this would appear to be a good thing for social inquiry. But what happens 
when the diff erent methods produce confl icting data? Do interpretive 
methods trump experimental methods? Do surveys trump interviews? It 
may be that these questions do not have perfectly general answers. Th ey 
can be addressed only in the context of particular studies, where we can 
use what we know about the people under study and the context of their 
action to get some purchase on the issue. If so, the sweeping battle between 
empiricism and interpretivism seems to disintegrate into small skirmishes 
and local truces. 

 4.4 Chapter Summary   

 Th is chapter has been concerned with a set of broad questions about the 
epistemology of interpretation. Interpretation is associated with a number 
of distinctive “qualitative” methods of gathering and analyzing data. We 
have seen that demands for authenticity and refl exivity involve dubious 
assumptions about shared meaning and experience. Shorn of some of the 
more problematic commitments, interpretive methods are important, even 
indispensible, ways of gathering information about the social world. Sec-
tion 4.2 explored the limits of interpretation. Is it possible to interpret others 
as having diff erent conceptions of truth, reason, and moral rightness? Some 
interpretivists have argued for relativism, holding that what is true, rational, 
or moral depends on culture. In opposition to relativism, some have argued 
that there are limits to the ways in which humans should be interpreted. 
Th e principle of charity is one such limit, holding that people should be 
interpreted as holding mostly true and rational beliefs about a shared world. 
We will encounter these questions about rationality again in the next chapter, 
when we turn to questions about intentional action. 

 In Section 4.3, we began a discussion of whether and how results from 
cognitive psychology are relevant to the methodology of interpretation. 
Interpretivism has tended to treat human reasoning as unbounded in the 
sense that it can be described by abstract rules. If reasoning is unbounded, 
interpreters need not attend to limitations of memory, processing capacity, 
and so on. A range of experimental studies have shown that humans do not 
reliably conform to the rules of logic. Bounded approaches to rationality 
try to model human reasoning more directly, refl ecting our limitations. Some 
have argued that cognitive explanations (along with neurological and evo-
lutionary explanations) should supplant traditional methods of interpretive 
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analysis. We will encounter bounded rationality, cognitive, and evolutionary 
explanations in many places in the chapters which follow. Th ese explanatory 
approaches have proven very important in the contemporary social sciences, 
and they raise new questions in a number of areas. Indeed, as we saw at the 
end of Section 4.3, they change the character of the debate over naturalism. 
As the social sciences begin to absorb both methods and theories from biol-
ogy, psychology, and neuroscience, it becomes more diffi  cult to postulate a 
bright line separating natural from social sciences. Th e new questions concern 
how we are to relate and integrate interpretive and explanatory approaches 
to the social sciences. 

 Discussion Questions 

 1. Can interpretations capture an “authentic” experience of the sub-
jects? Why or why not? If not, then what is the point (if any) to 
using qualitative methods? If so, how? Does refl exivity help? 

 2. Are truth and reality culture-relative? Can one adopt an interpre-
tivist position without being a relativist? 

 3. Th ink of some examples where the rationality of the subjects 
seems questionable. Use them to evaluate the relative merits of 
the “symmetry thesis” and the “asymmetry thesis” discussed in 
Section 4.2. Does false belief and illogical inference require a 
diff erent kind of treatment than true belief and logical 
inference? 

 4. Does the problem of apparent irrationality arise only in the study 
of other cultures? Or does it arise for our neighbors (or room-
mates. . .) as well? 

 5. When trying to interpret apparently irrational behavior, can we 
distinguish between genuine diff erences in forms of rationality 
(or rules of logic) and merely pervasive mistakes or psychological 
biases? How? 

 6. Do the experimental results of the Wason Selection Task under-
mine Winch’s approach to the problem of apparent irrationality? 
Does it undermine Evans-Prichard? 

 Further Reading 

 Anyone interested in the epistemology of interviews must read Briggs,  Learn-
ing How to Ask: A Sociolinguistic Appraisal of the Role of the Interview in 
Social Scientifi c Research  (1986). Kratz’s “In and Out of Focus” discusses the 
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methodology of focus groups (2010). Th e classic justifi cation for participant 
observation is in the fi rst chapter of Malinowski’s  Argonauts of the Western 
Pacifi c  (1922). For a philosophical critique of participant observation see 
Zahle, “Practical Knowledge and Participant Observation” (2012), and “Par-
ticipation Observation and Objectivity in Anthropology” (2013). 

 Th e critique of authenticity and authority in qualitative research is clearly 
presented in Cliff ord’s “On Ethnographic Authority” (1983). Cliff ord and 
Marcus’  Writing Culture  (1986) was a very important body of critical appraisal 
of ethnographic writing and methods. For the topics discussed here, Cra-
panzano’s essay “Hermes’ Dilemma: Th e Masking of Subversion in Ethno-
graphic Description” (1986) is particularly relevant. Pratt’s discussion of 
scandals about the fabrication of fi eldwork in “Fieldwork in Common Places” 
(1986) is an interesting source for refl ection on the similarities and diff er-
ences between interpretive research and fi ction.  Sangren’s “Rhetoric and the 
Authority of Ethnography” (1988) responds to these arguments.

 Rosaldo’s “Grief and a Headhunter’s Rage” (in Rosaldo 1989) is a classic 
argument for the importance of refl exivity, and Tedlock’s “From Participant 
Observation to the Observation of Participation” (1991) is a good discussion 
of the signifi cance of refl exive writing in ethnography. For a critique of 
refl exivity, see Roth, “Ethnography Without Tears” (1989), Salzman, “On 
Refl exivity” (2002), and Karp and Kendall, “Refl exivity in Field Work” (1982). 

 Th e debate over how to interpret apparent irrationality begins with Winch’s 
work, both  Idea of a Social Science  (1958) and “Understanding a Primitive 
Society” (1964). Important contributions to the debate started by Winch 
are contained in Wilson’s  Rationality  (1970). Particularly important essays 
in this collection include Hollis, “Reason and Ritual” (1967), Lukes, “Some 
Problems of Rationality” (1967), and Jarvie and Agassi, “Th e Problem of 
the Rationality of Magic” (1967). 

 Davidson’s essays “Belief and the Basis of Meaning” and “Th e Very Idea 
of a Conceptual Scheme” (both in Davidson 1984) changed the rationality 
debate in important ways. Hollis and Lukes’  Rationality and Relativism  (1982) 
collects a number of essays that take up the problem in ways inspired by 
Davidson’s work. See also Root, “Davidson and Social Science” (1986), 
Henderson, “Th e Principle of Charity and the Problem of Irrationality” 
(1987), and Risjord,  Woodcutters and Witchcraft  (2000). 

 Th e epistemological questions about interpretation are deeply tied to issues 
in the philosophy of language, and they have implications for the issues 
discussed in  Chapter 3  as well. Books that pursue these themes include 
Roth’s  Meaning and Method in the Social Science  (1987), Henderson’s  Inter-
pretation and Explanation in the Social Sciences  (1993), and Risjord’s  Wood-
cutters and Witchcraft  (2000). 

 Tooby and Cosmides’ “Th e Psychological Foundations of Culture” (1992) 
is an extensive argument against interpretive social science. A somewhat 
diff erent critique of interpretivism which also argues for the importance of 
psychological mechanisms is found in Sperber’s  Explaining Culture  (1996), 
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especially the chapter “How to be a True Materialist in Anthropology.” 
Lawson and McCauley argue for interactionism in the fi rst chapter of 
 Rethinking Religion  (1990). Responses to these arguments can be found in 
Tanney (1998) and Risjord (2004). Th e idea that reasoning might be domain-
specifi c has been developed by Gigerenzer into the idea of “fast and frugal” 
algorithms; see the fi rst chapter of  Rationality for Mortals  (2008). For an 
overview of contemporary research see Fessler and Machery, “Culture and 
Cognition” (2012). 

 Note 

 1. Th e correct answer is cards 1 and 4. Here is the reasoning: the statement “If a card has 
a circle on one side, it is black on the other” is false only if there is a card which has a 
circle on one side and is  not  black on the other. In other words, only a card with a circle 
on the front and a white (non-black) back would be a counter-example to the proposed 
statement. Th ere are two cards on the table that might be this counter-example: numbers 1 
and 4. QED, as they say.   



 Th e interpretations we have been discussing so far have focused on social 
or cultural phenomena. What about the interpretation of individual actions? 
Th e notions of agency and intentional action stand at the intersection of 
several important themes in the philosophy of social science. Th e idea that 
individual actions are the root of all social-level phenomena is the motiva-
tion for reductionist programs in the social sciences. Treating individual 
actions as fundamental to the social sciences also directly engages the ques-
tions of naturalism. Can intentional actions be explained in ways familiar 
to the natural sciences? For instance, can scientifi cally established laws 
explain the actions of an individual? Or again, are action explanations a 
species of causal explanation? If intentional actions fall within the domain 
of cause or law, then the case for naturalism is signifi cantly bolstered. On 
the other hand, if action explanation is not causal, or makes no reference 
to general laws, then a crucial aspect of social scientifi c explanation would 
be shown to be  unlike  the natural sciences. Th e question of how intentional 
action is to be explained or understood is thus central to the philosophy 
of social science. 

 Our discussion in this chapter will fall largely within the theme of natu-
ralism, leaving the questions of reductionism for subsequent chapters. We 
will begin in Section 5.1 by examining the question of whether the explana-
tion of intentional action can be understood as analogous to explanations 
in the natural sciences. Th e idea of instrumental rationality will loom large 
in this discussion. Instrumental rationality is usually regarded as the primary 
form of understanding action: If an agent wants to achieve a goal, and 
believes that doing  A  is the best means of doing so ,  then an instrumentally 
rational agent will do  A.  Much economic theory has been developed from 
refi ning the idea of instrumental rationality. Th e tools of micro-economics, 
especially game theory, have become prevalent in the social sciences. Game 
theory considers the interactions of multiple agents, and it shows how stable 
patterns can emerge out of individually rational choices. Some have gone 
so far as to argue that game theory is foundational for the social sciences. 
We will outline the basic ideas of decision theory and game theory in 

 5   Action and Agency 
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Section 5.2. Th e concepts of decision theory and game theory will continue 
to appear in  Chapters 6, 7 , and  8 . 

 Agents are beings who act. Diff erent ways of understanding intentional 
action, then, support diff erent ways of thinking about who we are as agents. 
Because instrumental rationality is a pervasive framework for explanations 
of action, its conception of agency is common in the social sciences. One 
might be concerned that this conception of agency is too narrow. Trying to 
get what one wants is only one color in the palette of human motivations. 
Is instrumental rationality adequate to accommodate the full range of human 
motivations and intentions? Recent work in cognitive psychology and experi-
mental economics presents important challenges to the notion of instrumental 
rationality. Human beings are remarkably cooperative, and strongly oriented 
toward others. Other humans have a special place in our mental representa-
tions of the world around us. What does this tell us about who we are as 
agents? How should it infl uence our conceptualization of action explanation? 
Th is chapter will begin, but not complete, our discussion of agency. Th e 
human cooperative orientation toward others manifests itself both in the 
presence of norms, rules, and laws in human society and in the capacity for 
joint action. Th ese topics will be taken up in  Chapters 6, 7 , and  8 . 

 5.1 Explaining Action 

 Admiral Tryon and Instrumental Rationality 

 Historical narratives often provide explanations of individual action. To be 
sure, contemporary historians are skeptical of explanations that make large-
scale events depend on the decisions of a “great man.” Nonetheless, under-
standing the motivations of historical fi gures is often an important aspect 
of understanding the events of which they were part. It is hard to understand 
the American civil rights movement, for example, without understanding 
why Rosa Parks refused to give up her seat on the bus. Understanding 
intentions is even more important where the actions were a failure. Just 
what were Lord Raglan’s intentions when he ordered the charge of the light 
brigade? Th e sinking of HMS  Victoria  in 1893 is a less well-known, but 
more puzzling, historical example of military failure (Hough 1959). Vice-
Admiral George Tryon, commander of the British Mediterranean fl eet, 
ordered two iron-clad battleships equipped with rams to turn toward each 
other. Th ey collided, sinking the  Victoria.  What was he thinking? 

 Britain was at peace in 1893, but because of the strategic importance of 
the Mediterranean Sea, it kept a large force of its best ships there. On the 
day of the tragedy, the eleven ships of the fl eet were steaming toward Tripoli, 
where they would anchor for the night. As they approached the coast, Tryon 
told the Captain of his fl agship (the Flag-Captain) and his Staff -Commander, 
“I shall form the fl eet into columns of two divisions, six cables apart, and 
reverse the course by turning inwards” (Hough 1959, 66). (A “cable” is a 
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nautical unit of measure, roughly equal to 600 feet or 180 meters.) Th is 
meant that the lead ships of each column would turn toward one another. 
Th e other ships in each column would follow the lead ship in a half-circle, 
and the fl eet would have reversed its course. Tryon’s offi  cers knew that the 
combined turning radius of two of the battleships was eight cables. Hence, 
if the lead ships turned toward each other, they would collide. Th ey asked 
for clarifi cation, and Tryon insisted that the divisions should maintain a 
separation of six cables. Admiral Tryon was a notoriously demanding com-
mander who often presented his subordinates with diffi  cult problems to 
solve on their own. His Flag-Captain and Staff -Commander did not ask for 
clarifi cation a second time. 

 Orders were transmitted between the ships by fl ag signals. Th e fl eet divided 
into two divisions, the HMS  Victoria  leading one column and the HMS 
 Camperdown  leading the other. Two and a half miles from shore, Admiral 
Tryon ordered the signals for the reversing maneuver hoisted. Th ey read 
“Second Division alter course in succession 16 points to starboard, preserv-
ing order of the fl eet” and “First Division alter course in succession 16 points 
to port, preserving order of the fl eet” (Hough 1959, 70). To preserve the 
order of the fl eet meant that since the Second Division was the port (left) 
side column at the beginning of the maneuver, it would also be on the port 
side at the end. 

 On the  Camperdown ’s bridge, Rear-Admiral Markham saw the potential 
danger and waited for further instructions. After Admiral Tryon signaled 
“What are you waiting for?” the ships turned inwards, toward each other. 
On the  Victoria,  Admiral Tryon was looking astern, watching the rest of his 
fl eet. He initially ignored his Flag-Captain’s requests to change course, and 
by the time he turned around to see the danger, it was too late. Th e  Camp-
erdown  rammed the  Victoria  amidships. Th e other ships quickly began to 
lower rescue boats, but Tryon signaled “Anull sending boats.” Th e  Victoria  
rolled and sank with shocking speed. Over 300 sailors drowned, including 
Admiral Tryon. His last words were “It was all my fault” (Hough 1959, 134). 

 What was Admiral Tryon trying to do? One hypothesis is that he simply 
took leave of his senses. As one of his contemporaries put it: “Everyone who 
knew and esteemed the late Sir George Tryon must feel that, though bodily 
he was present on the afternoon of June 22 last, the guiding brain which 
made him so dear to us was absent” (Hough 1959, i). Th is interpretation 
reads Admiral Tryon’s behavior as not fully intentional. Explaining Admiral 
Tryon’s behavior as the result of drunkenness or fever-induced delirium does 
not provide  reasons  for Admiral Tryon’s actions. One might suppose that 
any hypothesis giving reasons for Admiral Tryon’s actions must make him 
 instrumentally rational.  To be instrumentally rational is to have some kind 
of goal or desired outcome, and then to do the action or sequence of actions 
which is the best way under the circumstances to achieve that goal. In the 
diff erent explanations of what Admiral Tryon intended, it is generally agreed 
that his goal was to reverse the direction of the fl eet by 180 degrees. Th e 
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more diffi  cult interpretive question is what he took to be the best means of 
doing so. 

 Th e Flag-Captain of the  Victoria  understood Admiral Tryon as intending 
that the two columns should each make a U-turn, ending up side by side and 
traveling in the opposite direction (  Figure 5.1a  ). Th is interprets Admiral Tryon 
as having made two mistakes. First, the two Divisions were sailing too close 
to each other. If the ships were to turn in upon each other as in   Figure 5.1a  , 
they would need to begin at least eight cables apart. Second, the order of the 
fl eet would not be preserved. Note the small mark indicating the port (left) 
side of the lead ships in   Figure 5.1a  . Th e Division that begins the maneuver 
on the port side ends it on the starboard side. Hence, if Admiral Tryon 
intended a maneuver like   Figure 5.1a  , his fl ag signals were mistaken. 

   Rear-Admiral Markham understood Admiral Tryon as intending to bring 
the  Victoria  and the First Division in a slightly wider circle than the  Cam-
perdown  and the Second Division (  Figure 5.1b  ). Markham was cognizant 
of a “rule of the road” which said that he should not pass on the portside. 
He therefore kept turning as tightly to starboard as he could. Th e Divisions 
would then fi le past each other, ending up six cables apart and preserving 
“the order of the fl eet.” Th e advantage of this explanation over the fi rst is 
that it does not interpret Admiral Tryon as making mistakes. On the other 
hand, the problem with this explanation is that Admiral Tryon did not order 
the  Victoria  to pass outside of the  Camperdown.  Rather, it too continued to 
turn as tightly as it could. A third explanation is that the Captains of both 
the  Camperdown  and the  Victoria  misunderstood Admiral Tryon. Historian 
Richard Hough provides some evidence that Admiral Tryon believed that 
the  Camperdown  would pass outside of the  Victoria.  Th is last explains why 
both the  Camperdown  and the  Victoria  kept turning as tightly as possible: 
each thought the other would pass outside. 

 Hough closes his history of this naval tragedy with the remark: 

 No one will ever know for sure what Tryon’s intentions were when he 
gave the order which resulted in the sinking of the Victoria. Individual 
theories can start and end with the possible interpretations of those fi ve 
words he spoke on the chart house, . . . “It was all my fault,” he said. 
Did Sir George Tryon mean, “It was all my fault. I have made an appall-
ing miscalculation and this is the result”? Or did he mean, “Markham 
is a greater fool than I had imagined him to be. But now that my ship 
is to sink and many of my men are to die, I shall die with them and 
it is better that I should take the blame”? Or is the true interpretation 
something between these two extremes? 

 (Hough 1959, 168) 

 Th ese questions arise because the action was a failure. Were it a success, we 
would not wonder what Admiral Tryon was  trying  to do. And as long as we 
assume that he was trying to do something, one might argue, we will be 



  Figure 5.1  Sinking of the HMS  Camperdown  
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fi tting the possibilities into the schema of instrumental rationality. One 
might conclude that the presumption of instrumental rationality makes an 
explanation of intentional action deeply diff erent from an explanation of 
events involving non-agents. If we ask why the  Victoria  fi lled with water 
and sank, we do not need to ask about the goals or beliefs of the ship. In 
this sense, the HMS  Victoria  was not “trying” to do anything. If we ask 
why Admiral Tryon gave the order to turn inward, we must ask about his 
goals and beliefs. One might argue that Admiral Tryon’s actions are explained 
 causally  only if we say something like “his brain left him.” Th is dispenses 
with the assumption of instrumental rationality, but in so doing it also 
dispenses with the assumption that his actions were intentional. 

 As a fi rst pass at the idea of an action explanation, then, we might say 
that the explanation of an intentional action presents the agent’s reasons, 
and these reasons make the action instrumentally rational. Intentional action 
explanations are not causal because a causal explanation does not assume 
that its subject is instrumentally rational. Th is line of thought has clear 
implications for both the naturalism and reductionism debates. With respect 
to naturalism, the concern with agents and actions means that the social 
sciences require a diff erent form of explanation than the natural sciences. 
With respect to reductionism, the concern with intentional action means 
that there is something special about the level of agency. Reduction to the 
causal realm of cognitive psychology or to biology will change the subject. 
And explanations that explain social-level phenomena without any reference 
to agents or intentional actions will be leaving out something important. 

 The Function of General Laws in History 

 Any attempt to contrast the forms of explanation in the natural sciences 
with the social sciences requires some conception of “explanation.” What is 
an explanation in the natural sciences? One very common answer is that an 
explanation shows how an event to be explained satisfi es a law or regularity. 
Explaining why the  Victoria  sank depends crucially on Archimedes’ law of 
buoyancy. An ironclad ship like the  Victoria  fl oats because it is hollow. Th e 
weight of the water displaced is greater than the weight of the ship. When 
the water was allowed to spread throughout the ship, it reduced the amount 
of water displaced, and the  Victoria  was no longer buoyant. Notice how this 
explanation fi ts with the empiricist conception of theory, which we discussed 
in Section 3.2. A scientifi c theory is a set of laws on this view. General laws, 
like Archimedes’ law of buoyancy, entail more specifi c regularities, such as 
why solid iron sinks while iron ships fl oat. Individual events are explained 
by showing how they fi t into a lawful pattern or regularity. Th e standard 
empiricist analysis of causality is Hume’s, and Hume held that one event 
caused another when there was a regular association between them. To show 
how an event is related to its antecedents in a lawful way is therefore to 
causally explain it. (We will discuss Hume’s analysis of causality in 
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Section 9.3.) On this view, then, scientifi c explanation is both law-governed 
and causal. 

 In the middle of the twentieth century, when empiricist views of theory 
were common, Carl Hempel refi ned this picture of explanation (Hempel 
1942). According to Hempel, a scientifi c explanation must have three fea-
tures. First, it must provide a law or set of laws which express a general 
relation between an antecedent or initial condition and the event to be 
explained. Appealing to a law makes the explanation “nomological.” Second, 
it must describe the initial conditions. Th ird, it must show how the law and 
the initial conditions logically entail the event to be explained (hence, the 
explanation is “deductive”). Note that logical entailment includes mathemati-
cal calculation, so when we plug values into Archimedes’ law and calculate 
how much water intake is required to sink a battleship, it is a deduction in 
the sense Hempel intended. 

 Scientifi c laws express generalizations by relating properties or types of 
events. In its modern form, Archimedes’ law relates density of the fl uid, 
volume of displaced fl uid, and weight of the object. Any Deductive-
Nomological explanation therefore explains a specifi c event by showing how 
it exemplifi es particular properties. Any particular event or object has innu-
merable properties. Th is means that any event can be explained in many 
ways. In the case of the  Victoria,  the ship also capsized. To explain why, we 
need laws relating the ship’s center of gravity to its center of buoyancy, as 
well as initial conditions about how the water fl owed through the compart-
ments, changing the center of gravity. Since any event can be explained in 
many ways, Hempel drew the conclusion that an explanation never explains 
the entirety of an individual event. Rather, it explains only the particular 
properties of the event described by the law. 

 Hempel argued that if we adopt the Deductive-Nomological analysis of 
scientifi c explanation, there is no diff erence between the explanation of 
intentional actions and the explanation of other kinds of events. Th e last 
section argued that intentional actions are instrumentally rational. To explain 
an action is to show how it fi ts with the agent’s goals and beliefs about the 
situation. Th is means that we can fi t it into the following pattern: 

 1. If a person,  S,  wants to achieve goal  G,  and believes that doing action 
 A  is the best way to achieve  G,  then  S  will do  A.  

 2.  S  wants to achieve  G.  

 Th erefore,  S  does  A.  

 Hempel argued that the principle of instrumental rationality expressed in 
(1) is nothing more than a well-confi rmed, empirical law of human behavior. 
Since (2) is an initial condition, and since together (1) and (2) entail the 
description of the event to be explained, intentional action explanations fi t 
the Deductive-Nomological pattern of explanation. Th e diff erence between 
explaining why Admiral Tryon ordered the battleships to turn toward each 
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other and explaining why the  Victoria  sank is only a diff erence in the laws 
to which we appeal. To explain Admiral Tryon’s actions, we use the principle 
of instrumental rationality. To explain why the  Victoria  sank, we appeal to 
Archimedes’ principle of buoyancy. Th e diff erence in laws is just what we 
would expect to diff erentiate scientifi c disciplines. Contrary to the conclu-
sions of the previous section, human actions are just as susceptible to causal 
explanation as non-human events. 

 Th e conclusion that intentional actions are explicable in lawful, causal terms 
also contradicts the conclusions of interpretivism, which we discussed in Sec-
tion 3.3. Th e interpretivists hold that the meaningful character of the social 
world frustrates any attempt to apply the sort of theory found in the natural 
sciences. Hempel’s application of the Deductive-Nomological explanatory form 
to intentional actions shows that a social scientist can bring at least some 
aspects of meaning and value into scientifi c explanation. Th e explanation refers 
to precisely those aspects of an action that make it meaningful: the agent’s 
goals, values, and beliefs. Epistemologically, it may take qualitative methods 
to come to know  what  an agent wants and believes. But once we know the 
content, the explanation proceeds along causal lines. Contrary to the inter-
pretivist view, a naturalist might conclude, theories in the natural and social 
sciences have the same logical structure. Both postulate laws and causes, and 
both explain by fi tting individual events into general patterns. 

 Reasons and Causes 

 Many philosophers and social scientists have felt that there is something 
troubling about the assimilation of reasons for action to causes and laws. 
Th e creativity and unpredictability of human action, one might argue, means 
that there could be no laws of the social sciences. We will consider the more 
general arguments against laws in Section 9.2. For now, notice that Hempel’s 
argument depends on treating instrumental rationality as a law. Of all the 
candidates for laws of human action, instrumental rationality is surely the 
most plausible. Nonetheless, one might still think that there is something 
wrong with treating the principle of instrumental rationality as just another 
law of nature. 

 One might begin by meditating on the diff erence between  reasons  and 
 causes.  Th ere are two diff erences between reasons and causes that suggest it 
is mistaken to treat the principle of instrumental rationality as a causal law. 
First, because it invokes rationality, the principle of instrumental rationality 
is normative. It says what an agent ought to do, not what he or she will 
do. For example, suppose you want to get an A in your philosophy class, 
and you know that the best way to do so is to study tonight for the exam. 
It might be irrational to go out with your friends anyway, but sometimes 
we act irrationally. Rules can be broken; laws cannot. Th erefore, one might 
conclude, the principle of instrumental rationality is a norm or rule for 
rational action, not a law. 
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 Th e second diff erence between reasons and causes harkens back to the 
arguments of  Chapter 3 . Th ere we encountered the argument that social 
scientifi c knowledge is like a translation. Th e most important premise in 
that argument was that there are two sets of concepts in the social sciences, 
whereas in the natural sciences there is only one. In the social sciences, the 
subjects of our inquiry have their own language, and they have ways of 
thinking and talking about their actions. Th ese fi rst-level concepts include 
the subjects’ reasons for action, and the second-level, social scientifi c concepts 
make reference to them. Causal laws need make no reference to meaning 
or motive. 

 Peter Winch used these two diff erences between reasons and causes to 
argue that human action cannot be explained by laws (Winch 1958, 66–94). 
Indeed, treating the principle of instrumental rationality as if it were a causal 
law is to misunderstand the very idea of a reason for action. Th e principle 
of instrumental rationality is normative; to say that something is a reason 
is to say that it makes appropriate or justifi es the action. Th e criteria for 
what is appropriate or inappropriate, Winch argued, are found in the com-
munity of which the agent is a part. Th e possible motives for Admiral 
Tryon’s actions are the sort of reasons that nineteenth-century naval offi  cers 
and sailors would have regarded as reasonable. Th ere is thus a normative 
relationship between reason and action, and that normativity is embedded 
in the subjects’ activity and language. Treating the relationship between 
actions, beliefs, and goals as a general law eff aces the normative relationship 
in terms of which the agents understand their actions. It treats a rule as if 
it were a mere regularity. What is rightly expressed in fi rst-level normative 
concepts (the agent’s reasons) is improperly expressed by second-level causal 
concepts alone (social scientifi c theories). Winch and others concluded on 
the basis of these considerations that the explanation of intentional action 
cannot be assimilated to causal explanation in the way that Hempel 
suggested. 

 In his essay “Actions, Reasons, and Causes” (1963), Donald Davidson 
presented an important response to Winch’s argument that reasons could 
not be causes. Davidson pointed out that while there may be many reasons 
that would justify an agent’s action, only one of these will be  the  reason 
why he or she acted. Admiral Tryon may have been testing his subordinates’ 
capacity for problem solving, the sailors’ ability to handle their ships, the 
strength of the sea currents near Tripoli, the maneuverability of his battle-
ships, and so on. Any and all of these might have been features that counted 
in favor of the action, and would have been regarded as reasonable by his 
comrades. Nonetheless, Davidson argued, only one of these was  the  reason 
that moved him. Davidson calls this the “primary reason” for the action. 
Fitting an agent’s action into a pattern of actions that are treated as appro-
priate by one’s community does not, therefore, explain it because the context 
does not identify the primary reason. Th e primary reason is the belief and 
attitude that actually moved the agent to action. “Moved” is a causal notion, 



90 Action and Agency

and any alternate expression we chose would also suggest a causal relation-
ship between primary reason and action. Without some kind of causal 
relationship between belief, goal, and action, then there is nothing to make 
the primary reason  primary.  Th is means that the primary reason for an action 
is its cause. To explain an action, therefore, we need to fi nd the reason that 
was also the cause. Contrary to the interpretivist position, no amount of 
thick description will show why an agent acted in a particular way. 

 Davidson thus disagrees with both Hempel and Winch. Against Winch, 
he holds that action explanations must be causal. Th e primary reason is the 
cause of the action. At the same time, Davidson agrees that action explana-
tions show what the agent took to be desirable or appropriate about the 
action. Because he agrees with Winch on this point, Davidson disagrees with 
Hempel about the status of the principle of instrumental rationality. Th e 
principle does not describe a regular association between motives and actions. 
Actions are not explained by fi tting them into a regular pattern of belief-
attitude-action associations any more than they are explained by thick descrip-
tion. Davidson holds that the principle of instrumental rationality expresses 
what it would be rational for the agent to do, given his or her beliefs and 
attitudes. As we have already noted, norms can be violated while laws cannot. 
Agents may fail to do the instrumentally rational thing, and they may fail 
to act for reasons recognized as appropriate in their communities. Th is means 
that there can be no deduction of the sort Hempel envisioned. It is entirely 
possible for  S  to want  G,  believe that  A  is the best way to achieve  A,  and 
yet fail to do  A.  Th erefore, while primary reasons are causes, action explana-
tion does not follow the Deductive-Nomological pattern of explanation. 

 One might feel that Davison’s position is inconsistent. On the one hand, 
reasons are causes; on the other hand, reasons do not fi t into causal laws. 
Contrary to fi rst appearances, these two points are consistent. Davidson points 
out that not every causal relationship is captured by strict laws of the sort found 
in the natural sciences. To use Davidson’s example, hurricanes  cause  disaster. 
But we don’t expect there to be a natural law associating hurricanes with disas-
ters. Th e laws relate properties of a diff erent sort: wind velocity, sheer strength, 
and so on. Th e work of destruction is done by the myriad particular interac-
tions, each of which can be explained with strict laws at the mechanical level. 
Hurricanes and disasters can take many forms, and we cannot identify hurricanes 
or disasters with any determinate set of lower-level events. So, while hurricanes 
cause disasters, there are no laws relating the two. Similarly, while reasons are 
causes, there are no laws at the higher (rational) level of description. Th e laws 
will presumably be expressed in neuro-physiological terms. 

 Davidson’s work on action theory thus represented a new position in the 
debate over naturalism in the social sciences. Because explanations of inten-
tional action describe the events in terms of reasons and rationality, and because 
they do not appeal to laws, action explanations are diff erent from natural 
scientifi c explanations. Rationality of thought and action thus makes social 
scientifi c theorizing take on a diff erent form than the natural sciences. While 
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the position is anti-naturalistic (in the epistemological sense of “naturalism”), 
human action is not outside of the causal realm. Davidson holds that humans 
are a part of the natural world, and that the causal powers we have are discov-
erable by the natural sciences. Th e position is thus naturalistic in the meta-
physical sense of  “naturalism.” Davidson’s position is also anti-reductionistic. 
While the causal laws exist at a lower level of description, the principle of 
instrumental rationality cannot be reduced to these causal laws. Davidson’s 
position is thus a sophisticated form of naturalistic anti-reductionism. 

 Re-enactment:  Verstehen  Revisited 

 In the debate over reasons and causes, the diff erent parties agree that the 
principle of instrumental rationality should be part of the theory of human 
behavior. Th e dispute is about the form of the theory, and about the relation-
ship between theories that rationalize action and theories that explain non-
human events. Th ere is a longstanding tradition in the philosophy of social 
science that stands in opposition to all parties of this debate. It rejects the 
idea that the understanding of human action is theoretical in either the 
empiricist’s sense of theory as a set of laws or the interpretivist’s sense of 
theory as thick description. In somewhat diff erent ways, R. G. Collingwood 
and Wilhelm Dilthey argued that theoretical descriptions of behavior ignore 
the inner, subjective character of the action. In Section 3.3 we encountered 
the idea of  verstehen:  that social scientifi c understanding must capture the 
meaning the events have for the subjects. Th e idea of  verstehen  also appears 
in Dilthey’s and Collingwood’s writing, though they use it in somewhat dif-
ferent ways than Weber and Schutz. Dilthey and Collingwood argued that 
theoretical descriptions treat thought objectively, from the outside. To properly 
understand an agent’s reasons in their capacity to move the agent to action, 
the action needs to be understood subjectively, from the inside. 

 Th e metaphor of “inside” and “outside” (not to mention the slippery word 
“subjective”) can be made more precise (following Stueber 2002, 30ff ). Gram-
matically, the principle of instrumental rationality is a sentence in the third 
person. It says what an agent should do, given his or her goals and beliefs. 
Th ere is something special about the fi rst-person pronoun in thinking about 
action. I can recognize that a combination of beliefs and attitudes would be 
a reason for action, but unless I also understand that they are  my  beliefs and 
attitudes, I have no reason to act. Suppose I know, for example, that if Risjord 
wanted a cup of coff ee and believed that the pot was fresh, then Risjord will 
get a cup of coff ee from the pot. And suppose I also know that Risjord wants 
a cup of coff ee. Th is fulfi lls the fi rst two premises of Hempel’s explanatory 
form, but this knowledge has no motivational force at all unless I also realize 
that  I am Risjord, I  want the cup of coff ee, etc. Th is means that Hempel’s 
form of explanation could not express a motivation or reason for action 
because the explanation is entirely in the third person. (Notice that the same 
argument works against Winch’s and Davidson’s views too.) 
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 If the foregoing argument is correct, then no kind of contextualization of 
an action description will capture the motivation for action. Neither laws, 
thick descriptions, nor primary reasons will show why the reasons motivated 
the action. Th e motives have to be understood in a fi rst-person sort of way. 
Collingwood concluded that the subjectivity of thoughts entailed that a 
historian must “re-enact” the thoughts of historical fi gures: 

 Suppose, for example, [the historian] is reading the Th eodosian Code, 
and has before him a certain edict of the emperor. Merely reading the 
words and being able to translate them does not amount to knowing 
their historical signifi cance. In order to do that he must envisage the 
situation with which the emperor was trying to deal, and he must envis-
age it as that emperor envisaged it. Th en he must see for himself, just 
as if the emperor’s situation were his own, how such a situation might 
be dealt with; he must see the possible alternatives, and the reasons for 
choosing one rather than another; and thus he must go through the 
process which the emperor went through in deciding on this particular 
course. Th us he is re-enacting in his own mind the experience of the 
emperor; and only in so far as he does this has he any historical knowl-
edge, as distinct from a merely philological knowledge of the meaning 
of the edict. 

 (Collingwood 1946, 283) 

 In Collingwood’s re-enactment there is an ineliminable use of the historian’s 
own ability to act for a reason. Th e historian must imagine the situation 
facing an agent, including the environment, the costs and benefi ts of dif-
ferent courses of action, the reactions of others, and so on. Th en the historian 
thinks the problem through for him or herself. 

 Collingwood’s notion of re-enactment (and to a lesser extent, Dilthey’s 
version of  verstehen ) has undergone a recent revival in the light of new 
psychological and philosophical theories. Developmental psychologists have 
documented changes in children’s ability to understand the psychological 
states of those around them. By three years of age, most children understand 
that others have desires and that these desires diff er from their own. But 
three year olds do not seem to understand that others have diff erent beliefs. 
Th is part of their “theory of mind” normally emerges during the fourth year. 
Th e psychological question is: How are we to understand the cognitive 
capacity of humans to represent the mental states of others? Th ere are, broadly 
speaking, two camps. Th e “theory-theory” holds that children learn about 
mental states in the same way as they learn about any other part of the 
world. Children observe the events around them and inductively arrive at 
generalizations. Th e generalization that individuals act because of their beliefs 
and attitudes is thus on a par with the idea that kittens like milk and birds 
fl y. Th e alternative “simulation theory” is like Collingwood’s re-enactment. 
On this view, my capacity to represent my own reasons for action and my 
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capacity to represent others’ reasons are two uses of the same psychological 
mechanism. To understand you, I take an as-if stance to your situation. I 
imagine that I have the same goals and the same beliefs about the environ-
ment. I then process these beliefs and attitudes as reasons for action, but I 
do so in an off -line or pretend sort of way. My ability to reason about what 
to do in the light of my own beliefs and attitudes thus produces conclusions 
about what I would do in that situation. I thereby understand why you 
acted as you did. 

 Th e dispute in cognitive psychology between the theory-theory and simu-
lation theories of “mind reading” (as it is called) parallels the dispute between 
theoretical explanations of action and  verstehen.  Some of the virtues that 
attend the simulation theory are also virtues for re-enactment. One challenge 
for the theory-theory is that humans are able to understand motives and 
attitudes where there is no known theory. Humor, for example, is notori-
ously hard to theorize about. What makes something funny? Yet, even 
without a theory, we are able to quickly decide whether a joke will be funny 
to others. Moreover, we are able to tell whether a joke will be funny to 
others even if those others have a diff erent sense of humor. Simulation theory 
explains how we can do this: I put myself in the other’s position, perhaps 
with his or her sensitivities and background, and then see whether I think 
the joke is funny. Similar points can be made about our capacity to predict 
the emotions of others, and to anticipate what another person would do in 
a novel situation. In all of these cases we can formulate no theory, yet we 
are able to understand. Th erefore, the simulation theorists conclude, simula-
tion theory is superior to the theory-theory. Analogously, re-enactment is 
superior to theoretical explanations of action. 

 One challenge for a re-enactment view of social scientifi c understanding 
is that it needs to fi nd an appropriate role for evidence, historical or other-
wise. It is obviously not suffi  cient for me to simply sit at my desk and 
imagine what Admiral Tryon was thinking. Historical imagination must be 
informed by historical evidence. In Admiral Tryon’s case, we have already 
seen the large number of historical specifi cs necessary to understand his 
action: hierarchies among offi  cers and sailors, fl ag signal systems, the physics 
of ironclad steamships, rules of the road, and so on. Unless the historian 
knows these things (and more) it will be impossible to imagine Admiral 
Tryon’s situation. Th e historian knows a lot about the time and place, and 
this knowledge must be empirically supported in the same way as any theory 
or interpretation. One might challenge the re-enactment view, then, by 
arguing that re-enactment is not suffi  cient for historical (and other social 
scientifi c) understanding. At the very least, re-enactment has to be supple-
mented by social scientifi c theories or thick description. 

 In response, most proponents of simulation or re-enactment agree that 
theorizing of the ordinary sort is also necessary for social scientifi c under-
standing. Th e quotation from Collingwood, above, suggests that historical 
reconstruction begins where the texts leave off . While this response is 
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plausible, it shrinks the role of simulation. Th e argument above contended 
that simulation is necessary for understanding an individual’s motivations. 
If this is the only role for simulation, then re-enactment or simulation plays 
little or no role where our inquiries do not involve the actions of specifi c 
individuals. Many social scientifi c projects are not concerned with individu-
als. Th e limited role for re-enactment therefore weakens the simulation theo-
rists’ argument against naturalism. 

 5.2 The Games People Play 

 Th e principle of instrumental rationality is at the center of one of the most 
powerful explanatory paradigms in the social sciences. “Rational choice 
theory” or “RCT” has its roots in economics and the formal theories of 
decisions, games, and social choices. It is not concerned with uncovering 
the best interpretation of an individual’s actions, like Admiral Tryon’s. Rather, 
it uses instrumental rationality to explain recurring patterns of interaction. 
By treating individuals as rational actors who seek to maximize their expected 
utility, rational choice theory explains social phenomena as the (often unin-
tended) outcome of individual choices. Rational choice theory thus links 
intentional action explanations to social explanation. 

 It is important to bear in mind that rational choice theory is not a single, 
complete theory. It is a body of defi nitions and constructs that are useful 
for  modeling  a variety of social phenomena. Th ere are two goals of this sec-
tion. First, it will introduce some of the main concepts of rational choice 
theorizing. It aims to help you understand some key ideas used in the lit-
erature, and get the fl avor of game-theoretic modeling. With these concepts 
in hand, we will be better equipped to understand a wide range of philo-
sophical arguments concerning normativity, collective intentionality, and 
causal modeling. If you have studied micro-economics, this will be familiar 
territory. Second, it will provide some insight into the workings of an 
important theoretical framework in contemporary social science. Economics 
was the fi rst discipline to use and develop the theoretical tools of rational 
choice theory. It was quickly adopted by political scientists and is now used 
by a range of social sciences. Since rational choice theory enshrines the 
principle of instrumental rationality, the philosophical issues to which the 
RCT framework gives rise are directly relevant to the way we understand 
agency and intentional action. 

 Rationality and Utility 

 In the discussion so far, the principle of instrumental rationality has been 
left as an informal bit of common sense: If a person has goal  G,  and believes 
that doing  A  is the best means to achieve  G,  then the person will do  A.  
Th is formulation is problematic in at least two ways. First, it ignores the 
fact that people have many goals, and they are sometimes inconsistent. When 
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he was exercising the fl eet, for example, Admiral Tryon may have also had 
the goal of taking a nap, or retiring back to England. We all have multiple 
desires, values, likes, and aversions. As ordinarily understood, some attitudes 
are stronger than others. Love is a stronger motivation than aff ection, duty 
stronger than inclination. We would expect an instrumentally rational agent 
to be acting for the sake of his or her most important goal. Th is means that 
to refi ne the principle of instrumental rationality, we will have to tackle the 
diffi  cult problem of ranking subjective feelings. Second, the phrase “best 
means,” raises a diff erent problem of ranking. Diff erent means to a particular 
goal may be more or less likely to succeed. Presumably, probability of success 
and failure is partly what makes one factor the “best.” And there may be 
other considerations that make one course of action better than another, 
even if we hold the goal fi xed. 

 Th e problem of ranking goals and means is made more diffi  cult by the 
fact that they interact. An observer can only note what the agent does. Th ere 
is no way to observe what the agent was intending. Assuming that the agent 
is instrumentally rational, there are diff erent possible combinations of goals 
and beliefs that would have rationalized any given action. Admiral Tryon 
could have had the goal of steering the  Victoria  to the outside of the  Cam-
perdown,  and believed that his orders would bring it about. Or he could 
have been trying to steer the  Victoria  inside of the  Camperdown,  and believed 
that his orders would bring  that  about. Moreover, the strength of diff erent 
desires interacts with the probability of success. One might reasonably prefer 
a sure path to a less desirable goal, to a risky path to a more valuable one. 

 Economists of the early twentieth century cut through these complexities 
with a very simple idea. It is common sense that if Fred’s motive to eat salad 
is stronger than his desire for chocolate cake, then one would expect him 
to choose the salad when standing in the cafeteria line. At the moment of 
actual choice, the possible goals and beliefs collapse into a preference. Fred 
prefers salad to cake. A preference must involve two objects or courses of 
action: one prefers  x  to  y.  Th e simple idea is to identify the preference for 
 x  over  y  with the choice of  x  rather than  y.  We can ignore, for the present 
purposes, whether Fred relishes the taste of salad or eats it out of a sense of 
duty. In either case, he must prefer salad to cake because he chose the salad, 
not the cake. Now, it is easy to imagine that Fred has such preferences 
among each pair of choices available in the cafeteria. A rational agent, on 
this conception, doesn’t just have a “goal  G. ” He or she has an ordered set 
of preferences among all available options. By adding some assumptions, 
economists can use the concept of revealed preferences to defi ne  utility 
functions.  

 One of the simplest utility functions is an ordinal utility function. It ranks 
a set of possible objects of choice from highest to lowest. Imagine Fred 
standing in the cafeteria, and the choices are chocolate cake, chicken and 
rice, mystery meat in gloppy brown sauce, and salad. Th is is his set of 
alternatives. We can turn Fred’s preferences into a utility function by making 
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two main assumptions. First, we assume that his preferences are  complete.  
Th at is, for every pair of alternatives in the set, he either prefers one to the 
other, or he is indiff erent between them. Moreover, his preferences must be 
 transitive:  If he prefers  x  to  y,  and  y  to  z,  then he must prefer  x  to  z.  With 
these assumptions, we can order the preferences in the set from his least 
preferred items to the most preferred. An ordinal utility function represents 
the ordering by assigning an ordinal number to each item of the set of 
alternatives. Fred’s utility function might be as represented in   Figure 5.2  . 
Notice that the salad and the mystery meat are both assigned the value “1.” 
Th is means that Fred is indiff erent between them, preferring either one to 
the chocolate cake and the chicken and rice to everything else. Notice also 
that, since the scale is ordinal, it provides no information about the mag-
nitude of his likes and dislikes. For all we know, Fred just craves chicken 
and rice and would eat at the salad bar only if he were starving. Or perhaps 
he hates them all, but hates chicken least of the bunch. Th e ordinal utility 
function only tells us how preferences—understood as one item preferred 
to another “all things considered”—are rank ordered. 

   Th e fi rst refi nement of the intuitive principle of instrumental rationality, 
then, is to replace the idea that rational agents pursue “a goal.” A rational 
agent is one who acts to maximize his or her utility, where “utility” is defi ned 
by an ordinal utility function. Of course, the notion of ordinal utilities is a 
dramatic over-simplifi cation. It matters, one might think, whether Fred is 
a fool for chicken and rice, while hating chocolate. It is possible to create 
more sophisticated models of utility functions, as we will see momentarily, 
and these permit more sophisticated models of behavior. Nonetheless, even 
this very simple picture of preference is quite powerful. Our discussion of 
game theory, below, will be entirely conducted in terms of ordinal utility. 

 Th e simple model of utility as ordered preferences illustrates two important 
points about the economist’s treatment of instrumental rationality as the 
maximization of utility. First, notice that in the example about food prefer-
ences, money was not a factor. Th erefore, maximization of utility is not the 
same thing as maximization of profi ts. Th ough, obviously, levels of profi t 
can be items in a preference set. Really, anything can be an item in a prefer-
ence set—aff ection of friends, bottle caps, feelings of satisfaction from having 

  Figure 5.2  Fred’s Utility Function 

Alternative Set Ordinal Utility

Chicken and rice 2

Salad bar 1

Mystery meat 1

Chocolate cake 0
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done a good turn, the health of your parents—and this is the second point. 
While preferences are always the preferences of a particular agent, they do 
not need to be self-regarding. Th ey are  my  preferences, but they do not have 
to be  about me.  It is therefore incorrect to regard the utility-maximization 
conception of rationality as selfi sh. It is entirely possible to have an altruistic 
preference set that ranks gains for others (monetary, emotional, or what have 
you) higher than any gain for oneself. 

 Where the fi rst refi nement of the principle of instrumental rationality 
concerned the goal of the action, the second concerns the agent’s beliefs. 
We often do not know whether what we want will be attainable. Life’s 
choices are not like items in a cafeteria, there for the taking. Rather, we 
must take into account the chance that our choice will not materialize. To 
explain why an agent took a particular course of action, then, we need to 
know something about how the agent evaluated the chances of success. As 
noted above, one of the diffi  culties here is that the assessment of risk and 
the evaluation of the benefi t determine the action together. How can we 
tease apart the agent’s utilities and beliefs about the probability of success? 
Th e trick is to think of the agent as making choices among  prospects  of 
satisfaction, or  lotteries.  

 Suppose that Fred’s food preferences are as represented in   Figure 5.2  . Now 
we look for gambles among which he is indiff erent. For example, perhaps 
we off er Fred a choice between the certainty of getting a salad and a gamble 
where he either gets chicken with probability  p  or nothing with probability 
( p  – 1). Th en we adjust  p  until Fred doesn’t care; he is indiff erent between 
the sure thing and the gamble. Using this information, it is possible to 
construct a cardinal utility function, one which shows how much Fred prefers 
chicken to salad. It is also possible to deduce Fred’s beliefs about the prob-
abilities of diff erent outcomes. If you have had courses in economics, you 
have probably worked through the construction of an  expected utility function.  
Since our discussion will not depend on them, the details of the construc-
tion are beyond our scope. Th e crucial upshot is this: Th e construction of 
an expected utility function lets us treat an instrumentally rational agent as 
one who maximizes his or her expected utility. 

 Games and Strategies 

 So far, our examples have considered agents making choices among objects 
or lotteries. When the probability of success depends on what other agents 
will do, the situation becomes very diff erent. Consider the following 
example. 

 In the winter of 1943, the battle for New Guinea had reached a critical 
point. Th e Japanese forces needed troop reinforcements from their base on 
nearby New Britain Island. General Imamura was charged with responsibility 
for the convoy. He had two routes to choose from. Th e northern route 
would take him through the Bismarck Sea, where the weather reports 
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predicted storms and low visibility. Th e southern route through the Solomon 
Sea was predicted to be clear. Each route would take three days. General 
Imamura’s primary concern was to protect his convoy from attacks by the 
American air force. Th e weather in the Bismarck Sea might delay their 
observation and thus reduce the number of days the convoy was exposed 
to bombing. Th e rational choice seems to be to go north. But General 
Imamura knew his opponent, General Kenney, could follow exactly the same 
line of reasoning to predict that the convoy would go north. General Kenney 
would therefore send all of his forces to intercept the convoy in the Bismarck 
Sea. Would it be better, then, to go south? Or would Kenney follow the 
same logic and anticipate such a move? 

 Th e problem faced by Generals Imamura and Kenney (who were real 
generals in this situation, by the way) is the kind of problem modeled by 
game theory .  Game theory is the formal treatment of rational agents who 
can maximize their utility only by anticipating and responding to the actions 
of other rational agents. If General Imamura’s decision depended only on the 
relative value of a speedy crossing and the probability of bad weather slowing 
down his convoy, the situation could be modeled by looking at the expected 
utility of the diff erent options. But General Imamura is facing a rational 
agent. General Imamura thus needs to respond to the various possible actions, 
that is, the  strategies,  of his opponent to fi nd his own best strategy. 

 Game theorists model such situations by specifying the  players,  their pos-
sible  actions,  the  payoff s,  and the  information  available to them. Th e fi rst 
three elements are represented in the standard matrix presentation of a game 
in   Figure 5.3  . Strictly speaking no narrative is required, but adding one will 
help make sense of what is going on. Imagine that this is a TV game show 
where the two contestants, Smith and Jones, are in competition. In this 
game, they have each been given a pair of cards. Jones’ cards are red and 
black, while Smith’s are blue and green. Th ey sit at a table facing each other, 
and they are to simultaneously play one of their cards face up. Th e pairs of 
dollar amounts represent what the players will receive, if each were to play 
the appropriate card. Smith’s payoff  is fi rst, then Jones’. So, the pair of 
numbers in the upper left payoff  cell says that if Smith plays Blue while 
Jones plays Red, Smith receives $200 while Jones receives nothing. 

  Figure 5.3  Th e Simple Card Game 

Jones

Red Black

Smith
Blue $200, $0 $300, $200

Green $100, $100 $0, $300
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   Putting the game into this  matrix form  helps us think through the strate-
gies from each player’s point of view. From Smith’s perspective, suppose 
Jones plays Red. Th en Blue would be the better play because Smith would 
get $200 if he played Blue, while he would get only $100 if he played 
Green. If Jones played Black, then Blue is the better play for Smith again; 
he would get $300 if he played Blue and nothing for Green. From Smith’s 
perspective, then, the best strategy is to play Blue. It is a better play no 
matter what Jones does. In this situation, where the player has a strategy 
that brings him higher utility than any other strategy, no matter how the 
other agents act, the player is said to have a  dominant strategy.  Now let’s 
look at it from Jones’ point of view. She too has a dominant strategy. If she 
plays Black, she is better off  no matter what Smith does. 

 Equilibria 

 In the simple card game, the strategies form an  equilibrium.  An equilibrium 
is a set of strategies composed of the best strategy for each player. In the 
simple card game of   Figure 5.3   the set would be {Blue, Black}. Since all of 
the strategies in the set are dominant strategies, the equilibrium is called a 
 dominance equilibrium.  As we will soon see, not all games have a dominance 
equilibrium, and not all equilibria are unique, so the simple card game 
should not be regarded as a typical game. Perhaps the most well-known 
game with a unique dominance equilibrium is the  prisoner’s dilemma,  rep-
resented in   Figure 5.4  . Imagine, the standard story goes, that Smith and 
Jones have been picked up by the police and accused of a crime. If both 
keep silent, there is still suffi  cient evidence to convict both of them on a 
lesser charge. Th e payoff  in the upper left cell shows that if they cooperate 
and keep silent together, they would each get one year in prison. If one 
confesses while the other keeps quiet, the confessor gets to go free (0 years) 
while the silent partner gets 10 years. If both confess, both get fi ve years. 
Th e dominance equilibrium is {Confess, Confess}. 

   Many people fi nd the prisoner’s dilemma troubling because the equilibrium 
is not effi  cient. Th e best payoff  for the pair is 1 year of jail time; but instru-
mental rationality seems to demand that they both choose to confess and 

  Figure 5.4  Th e Prisoner’s Dilemma 

Jones

Keep Silent Confess

Smith
Keep Silent 1 year, 1 year 10 years, 0 years

Confess 0 years, 10 years 5 years, 5 years
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get more jail time. As you think about this, there are a couple of points to 
bear in mind. First, notice that it does not matter how many years of jail 
are threatened, as long as the order of the player’s preferences stays the same. 
In other words, we need only an ordinal utility function for the prisoner’s 
dilemma. Th e same structure is represented in   Figure 5.5   using the numbers 
0, 1, 2, 3. Only order of preference is represented and 0 is the lowest utility. 
We do not care whether they are preferences about years in jail, amounts 
of money, or lunches. Changing the action set to “Cooperate” and “Defect” 
illustrates why the prisoner’s dilemma has been so fascinating to philosophers 
and social scientists. It models cases where there are benefi ts to cooperation, 
but since each party has a motivation to be a “free rider,” rationality seems 
to demand non-cooperation. 

   A common response to the prisoner’s dilemma is to object that it portrays 
humans as paranoid and selfi sh. One might suppose that Smith and Jones 
care about one another. It would pain Smith greatly to defect alone, and 
please him to know that both he and Jones got minimal jail time. Describ-
ing the player’s motivations in this way suggests that the model is inaccurate 
because years in jail are not the only relevant payoff . However, this objection 
has little traction because only the order of the payoff s matters. If the payoff s 
are suffi  ciently altered to change the order of the preferences, then the stra-
tegic situation is no longer a prisoner’s dilemma. Th e objection amounts to 
nothing more than telling a diff erent story about a diff erent situation. We 
can add care and feelings of commitment to the model, but if the order of 
the payoff s remains the same, the dominant strategy for both will still be 
to defect (perhaps with a wistful tear in the eye. . .). 

 Th e narrative that goes along with the prisoner’s dilemma often adds that 
the prisoners cannot talk to one another. It turns out that this is irrelevant. 
Th is game supposes that the players have  symmetric information  in the sense 
that both know the payoff  schedule and possible strategies available to each. 
Since each prisoner knows that it would be irrational for the other to coop-
erate, each knows it would be irrational to keep any promises to cooperate. 
Th e apparent irrationality of promising in this situation highlights an impor-
tant feature of game theory as we have developed it so far. We have presup-
posed that there are no binding agreements in the rules of the game. If any 

  Figure 5.5  Th e Prisoner’s Dilemma (Matrix Form) 

Jones

Cooperate Defect

Smith
Cooperate 2, 2 0, 3

Defect 3, 0 1, 1
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agreements arise, they do so because it is in the interest of each party to 
adhere; the agreements must be self-reinforcing. Th e kind of game theory 
we are surveying here is often called  non-cooperative,  and one of the interest-
ing questions is whether and how group-level phenomena can arise out of 
the minimal assumption of instrumental rationality alone.  Cooperative  game 
theory assumes the existence of binding agreements, but it is beyond the 
scope of this brief survey. 

 So far we have supposed that the players choose simultaneously. Would 
it matter if their actions were sequential? If Smith chose to cooperate, and 
Jones knew that she had already done so, then would that change the out-
come? To model a game with sequential moves, we need to use an  extensive 
form  representation, as in   Figure 5.6  . In a game tree, each node (the circles 
in   Figure 5.6  ) is a choice. Th e fi rst move of the game is the top node. Here 
we represent Smith as choosing to cooperate or defect fi rst. Th e two nodes 
at the next level represent the two possible situations in which Jones may 
fi nd herself. At the left node, Smith has cooperated, and Jones must choose 
whether to cooperate or defect. On the right branch, Smith has defected, 
and Jones again must choose. Th e payoff s are at the bottom, again using 
the convention of putting Smith’s payoff  before Jones’, and using ordinal 
payoff s like the last example. Th is representation makes it clear that even if 
Smith moves fi rst and Jones knows what Smith has chosen, the strategy to 
defect dominates. Smith, being rational and knowing the payoff s, will know 
this and reason that Jones must defect. Her own best strategy, then, is to 
defect. Even if the game is sequential, the strategy set {Defect, Defect} 
remains a dominant strategy equilibrium for the prisoner’s dilemma. Note 

  Figure 5.6  Th e Prisoner’s Dilemma (Extensive Form) 



102 Action and Agency

that this is not a general feature of game theoretic models. Often, changing 
the sequence of moves or changing the information available to the players 
will change the equilibria. 

   Nash Equilibria and the Battle of the Bismarck Sea 

 With tools we have developed so far, let us return to 1943 and the war in 
the Pacifi c. Th e Generals Imamura and Kenney do not have information 
about each other’s moves, so we can treat them as moving simultaneously. 
A matrix (  Figure 5.7  ) can represent their strategic situation (Haywood 1954, 
370). Recall that the northern route was obscured by clouds, making Ken-
ney’s reconnaissance more diffi  cult. If both convoy and reconnaissance go 
north, the clouds make it likely that the convoy would not be discovered 
until the second day of the three-day journey, leaving only two days of 
bombing. Similarly, if reconnaissance goes north while the convoy goes 
south, the convoy would not be discovered until the second day. If the 
convoy went north and the reconnaissance went south, the convoy might 
escape with only one day of attack. If both went south, immediate discovery 
would make three days of bombing likely. 

   Th e payoff s are interesting in this case because a day of bombing is a 
benefi t to Kenney and a loss to Imamura. Th eir utility functions are inverses; 
every good for Kenney is a bad for Imamura. Th is makes the situation a 
 zero-sum game.  While we could represent this with a pair of payoff s with 
numbers ( e.g.  +2, –2 for the upper left cell), this presentation is equivalent 
and more intuitive. What is the best strategy for each player? Let’s begin 
with General Kenney. Unlike the two examples we have seen so far, General 
Kenney does not have a dominant strategy. If he sends the reconnaissance 
north, he is guaranteed two days of bombing. But whether two days of 
bombing is his best outcome depends on what General Imamura does. From 
General Imamura’s perspective, he is indiff erent among the payoff s in the 

General Imamura

Send Convoy
North

Send Convoy 
South

General 
Kenney

Send 
Reconnaissance 

North 2 days of bombing 2 days of bombing

Send 
Reconnaissance 

South 1 day of bombing 3 days of bombing

  Figure 5.7   Battle of the Bismarck Sea 
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top row; if General Kenney goes north, it doesn’t matter what Imamura 
does. Th e payoff s in the bottom row are diff erent, and General Imamura 
has a clear preference for 1 day of bombing. So General Imamura does have 
a best strategy. Sending the convoy north is at least as good as going south 
if General Kenney goes north, and better if Kenney goes south. Th is is 
General Imamura’s best strategy, but notice that it is not a dominant strategy 
because the payoff s are not  always  better than an alternative. In this case, 
where General Imamura’s strategy of going north is sometimes better (when 
Kenney goes south) and never worse (when Kenney goes north) than the 
alternatives, it is often called a  weak dominant strategy.  

 Since neither player has a strongly dominant strategy (General Kenney 
does not even have a weakly dominant strategy), there is no dominance 
equilibrium for the game. Recall, however, that an equilibrium was defi ned 
as the “best strategy” for all players, given the strategies available to the other 
players. Th e best strategy for a player need not be dominant. A broader 
conception of equilibrium is the  Nash equilibrium,  which captures a wide 
variety of strategic interactions. In a Nash equilibrium, no player can do 
better by unilaterally changing strategies. We thus ask of each set of strate-
gies whether one of the players could do better if he or she changed, while 
holding the other players’ strategies fi xed. If no player can do better, then 
the set of strategies is a Nash equilibrium. 

 In the case of Generals Kenney and Imamura, there are four strategy sets: 

 1. {Kenney goes north, Imamura goes north} 
 2. {Kenney goes north, Imamura goes south} 
 3. {Kenney goes south, Imamura goes north} 
 4. {Kenney goes south, Imamura goes south} 

 Let’s think our way through them. For strategy (1), if Kenney switched his 
strategy to south, and Imamura stayed with north, Kenney would be clearly 
worse off , since he would trade two days of bombing for one. On the other 
hand, if Imamura switched his strategy to south while Kenney stuck with 
north, he would gain nothing; there are two days of bombing either way. 
Neither player gains from a unilateral change in strategy, and therefore set 
(1) is a Nash equilibrium. In fact, it is the only Nash equilibrium in this 
particular game. In a case like (2), Kenney would do better by going south. 
Hence (2) is not a Nash equilibrium. Similarly for (3) and (4); in each case, 
one of the players could do better by unilaterally switching. While it may 
seem a bit strange, the best strategy for both players, given the strategies of 
the others, is for them both to send their forces along the northerly route. 
As it happened, both generals took the rational choice. Th e American bomb-
ers intercepted General Imamura’s convoy on the north side of New Britain 
on March 2, 1943, and the Battle of the Bismarck Sea was a decisive victory 
for the allied forces. 
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 Multiple Equilibria and Coordination Problems 

 Every dominance equilibrium is also a Nash equilibrium, since in a domi-
nance equilibrium (even a weak one), no player would be better off  with 
another strategy. But not all Nash equilibria are dominance equilibria, as 
the Battle of the Bismarck Sea shows. More importantly, many Nash equi-
libria are not unique. For example, we will run into the “ultimatum game” 
several times throughout these chapters. Th e two players are to divide a 
good, say, a pile of 100 one-dollar bills. Player 1 decides how to divide the 
pile, and off ers that division to Player 2. She can split the pile 50–50, keep 
them all for herself and off er nothing, keep 99 for herself and off er 1, and 
so on. Player 2 can only choose to accept or reject the off er. If the off er is 
accepted, the payoff s are awarded according to the off ered split. If Player 2 
rejects the off er, then both players get nothing. Th ere are as many possible 
splits as there are items in the pile (plus one: 0-all), and there are as many 
strategies for each player as there are splits. For Player 1, each strategy will 
have the form: off er  n  to Player 2. Player 2’s strategies will take the form: 
accept an off er of  n  or greater, reject otherwise. Every strategy set with the 
form {off er  n,  accept  n  or more and reject otherwise} will be a Nash equi-
librium. If we fi x Player 2’s strategy, then Player 1 would be worse off  by 
off ering  n  –1 (because she gets less) and by off ering  n  +1 (because it results 
in a zero payoff ). Given that Player 1 will off er  n,  Player 2 will be worse 
off  by accepting at level  n  –1 or at  n  +1 for the same reasons. Th ere are as 
many Nash equilibria as there are dollars in the pile. 

 Now, you might think that there is an obvious best choice for Player 1: 
one-for-you-and-the-rest-for-me. Player 2 would be irrational to accept 
nothing rather than something. So this equilibrium seems like the obvious 
solution. Th is illustrates one important kind of response by game theorists 
to multiple equilibria: modify the “solution concept” or the defi nition of 
“best response” so that there is only one equilibrium left. In this case, the 
suggested solution can be formally developed as a “subgame perfect Nash 
equilibrium” (which we will not further describe here). We have only seen 
some of the many ways in which game theorists have tried to solve strategic 
interactions, and it shows something important about game theory. Game 
theory does not provide an algorithm or set of axioms for rationally resolv-
ing all games. Indeed, for every proposed solution concept, there are examples 
for which the defi nition is counter-intuitive. Th is unreduced variety in defi -
nitions of a crucial concept shows that game theory is less of a “theory” 
than it is a related collection of very powerful analytical tools. 

  Coordination games  are an interesting class of games that have multiple 
equilibria. In these strategic interactions, players have a preference to coor-
dinate, but diff erent coordinations will suit them. Consider, for example, the 
problem faced by the captains of the  Victoria  and the  Camperdown  as they 
turned on a collision course. As illustrated in   Figures 5.1b   and   5.1c  , there 
were two possible ways for the ships to pass each other while preserving the 
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order of the fl eet. If the  Camperdown  had passed outside of the  Victoria  all 
would have been well. As it was, both ships tried to go on this inside part 
of the arc, and they collided. As   Figure 5.8   illustrates, there are two equilibria. 
In the case of the sinking of the  Victoria,  Admiral Tryon’s orders required 
the two ships to move simultaneously. When the moves are simultaneous, 
there is no rational way to achieve coordination. Choosing sequentially 
resolves the dilemma, since the rational choice for the second player will be 
to follow the fi rst. Even so, it is impossible for an outsider to predict which 
equilibrium will result, since the fi rst player is indiff erent among the choices. 

   A somewhat more interesting game with multiple equilibria is the stag 
hunt (  Figure 5.9  ). In this game, the players can cooperate for a high payoff , 
or work separately for lower payoff s. Th e eighteenth-century philosopher 
Jean-Jacques Rousseau discussed problems of this type. In Rousseau’s narra-
tive, the hunters can either cooperate to kill a stag or hunt independently 
for rabbits. Two hunters are required to kill the stag. So, if one hunts stag 
while the other hunts rabbits, only the rabbit hunter succeeds. Th ere are 
two Nash equilibria. One might think that, unlike the inside/outside game 
(  Figure 5.8  ), this one has an obvious solution. Each hunter’s highest utility 
is served by hunting stag. However, Jones might worry, “I know that the 
best option for Smith is to hunt stag, but what if Smith makes a mistake 
and chooses to hunt rabbit? Since I’d be left with nothing in that case, it is 
better to pick the sure thing and hunt rabbit.” If Smith reasons the same 
way, the two would fall into the {Rabbit, Rabbit} equilibrium. Th is is known 
as the “trembling hand” problem. Even if the other players are fully rational 

HMS Victoria

Inside Outside

HMS 
Camperdown

Inside 0, 0 1, 1

Outside 1, 1 0, 0

  Figure 5.8   Inside/Outside 

  Figure 5.9  Stag Hunt 

Jones

Stag Rabbit

Smith
Stag 2, 2 0, 1

Rabbit 1, 0 1, 1
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and informed, they are not infallible. It can’t be guaranteed that the other 
players won’t make a mistake and I should act accordingly. 

   One of the interesting questions about cooperative games is whether they 
can be solved within game theory’s framework of assumptions, or whether 
they require appeal to external factors. Th ose who pursue the fi rst option 
develop more sophisticated solution concepts than Nash equilibria, and some 
games can be solved this way. An appeal to externals, on the other hand, 
would look to psychological, historical, or cultural factors that lead agents 
to settle on one equilibrium rather than another. (We will discuss this idea 
further in  Chapter 7 .) Finally, we should note that all of the games we have 
presented in this section have been treated as one-shot games among strang-
ers. Does it matter whether the players have a prior history together? Does 
it matter if they will be in the same situation in the future? Th e study of 
repeated games has been very important and we will discuss it in 
Section 6.4. 

 5.3 Agency 

 The Psychological Plausibility of Rational Choice Theory 

 It has probably already struck you that rational choice theory makes some 
rather implausible assumptions about human beings. Normal people don’t 
calculate expected utilities. When deciding which movie to see with your 
date, you don’t work out an optimal strategy with a complicated game-
theoretical argument. A more profound concern is that rational choice theory 
puts all goals, values, and desires onto a single scale. I have a duty to my 
family, and I like coff ee. But it is absurd to think that if you off ered me a 
really,  really  good cup of coff ee, I’d give away my family for it. Th e two 
simply aren’t commensurable, or so one might argue. Th is casual observation 
is apparently supported by research in the new fi eld of behavioral economics. 
In Section 4.3, we encountered Herbert Simon’s notion of bounded rational-
ity. In the laboratory, subjects who play games like the prisoner’s dilemma 
do not behave as game theory predicts. Th is kind of evidence is taken to 
show that humans do not, in general, act to maximize their expected utilities. 
Th e psychological costs of gathering the relevant information, evaluating, and 
arranging a consistent set of preferences are too high, and may be out of 
reach for brains like ours. For reasons like these, some philosophers and social 
scientists have argued that rational choice theory is psychologically implausible, 
and concluded that it is of little use in social scientifi c explanation. 

 Rational choice theorists recognize that decision theory and game theory 
do not do justice to the richness of human motivations. Th ere are two quick 
responses to complaints about psychological implausibility. First, defenders 
will argue that decision theory and game theory are not meant to be com-
plete theories of human behavior. All scientifi c theories highlight some aspects 
of the phenomenon to be explained and ignore others. When an explanation 
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in physics ignores friction or heat loss, we do not reject physics. We simply 
note the limitations of the model. Similarly, rational choice theory should 
not be rejected just because it simplifi es the picture of human motivation. 
Th e second response is that RCT explains  typical  human behavior, not the 
actual behavior of a specifi c individual. Th e limitations on human reasoning 
seen both in the lab and in ordinary life are like other kinds of individual 
variation. As we aggregate individuals, the errors cancel each other out. Of 
course, in some cases the psychological biases or informational constraints 
are strong enough to make the aggregate perform sub-optimally or irratio-
nally. Nonetheless, the success of RCT in a wide variety of contexts shows 
that psychological deviations from the ideal of instrumental rationality can 
often be treated as mere noise. 

 Rejecting rational choice theory because it does not entirely match our 
experience does not cut very deeply into the theory. Th e critique can be 
deepened if we turn our attention to the underlying conception of agency. 
As we have seen, rational choice theory treats agents as beings who maximize 
their expected utility. Th is is a formalization and refi nement of the notion 
of instrumental rationality, which is a framework for informal explanations 
of action. Is there reason to think that the underlying conception of agency 
is fl awed? If the fl aws are deep enough, we might conclude that theories 
which take instrumental rationality to be the core of agency are fundamental 
misrepresentations. Because agency is such a central concept, any revision 
will have far-reaching consequences. We will continue to pursue the issues 
of agency in  Chapters 7  and  8 , where the question of who we are intersects 
with issues of normativity and joint action. 

 Rational Fools? 

 Both informal and rational choice explanations of action represent motives 
as a combination of belief and a desire, value, or goal. Actions are thus 
always means to achieve something, and agents are those beings who act for 
the sake of their ends. Th ere is a sense in which this conception of agency 
is fundamentally egoistic. Of course, rational choice theory does not constrain 
what agents may take to be valuable. I may value the welfare of my children, 
and therefore choose to protect them over protecting myself. From the 
standpoint of utility maximization, such action is perfectly intelligible. My 
own pain is simply lower on my utility scale than the pain of my children. 
Th ere is a sense in which this choice is altruistic: I act for the benefi t of 
others at cost to myself. But notice that the costs  to me  are outweighed by 
the benefi ts  to me.  All of the utilities are mine. Just as I like coff ee more 
than tea, I dislike my children’s pain more than I dislike my own. I prevent 
pain to my children because that outcome is high on  my  utility scale ,  not 
because pain is low on  theirs.  In this sense of “egoistic,” utility maximization 
and its informal cousin, the principle of instrumental rationality, give rise 
to an egoistic conception of agency. 
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 Th e egoistic conception of agency emerges from standard rational choice 
theory because all values are put on a single scale and indexed to an indi-
vidual. No distinction is made between taste, preference, duty, or compulsion. 
Amartya Sen argued that conceptualizing motivation in terms of utility 
maximization confl ates two diff erent kinds of reason for action. He distin-
guished “sympathy” from “commitment.” 

 Th e contrast between sympathy and commitment may be illustrated 
with the story of two boys who fi nd two apples, one large, one small. 
Boy  A  tells boy  B,  “You choose.”  B  immediately picks the larger apple. 
 A  is upset and permits himself the remark that this was grossly unfair. 
“Why?” asks  B.  “Which one would  you  have chosen, if you were to 
choose rather than me?” “Th e smaller one, of course,”  A  replies.  B  is 
now triumphant: “Th en what are you complaining about? Th at’s the 
one you’ve got!”  B  certainly wins this round of the argument, but in 
fact  A  would have lost nothing from  B ’s choice had his own hypothetical 
choice of the smaller apple been based on sympathy as opposed to 
commitment.  A ’s anger indicates that this was probably not the case. 

 (Sen 1977, 328) 

 In this story,  B  understands all motivations in terms of “sympathy.” Each 
individual has particular desires, and acts to obtain those desires. As a result, 
 B  interprets  A  as desiring the smaller apple. It is the preference revealed by 
the hypothetical choice that  B  presents to  A:  Which one would  you  choose? 
Since  A  would have chosen the smaller,  A  should have no complaint. And 
yet  A  does have a complaint. Th e issue, he might say, is not the size of the 
apple. It is about how to treat other people. Th ere is something about human 
relationships that is being missed if all choices are treated as maximizing 
one’s personal utility. As Sen remarks, “Th e  purely  economic man is indeed 
close to being a social moron” (Sen 1977, 336). 

 Choices based on commitment, according to Sen, may run contrary to 
self-interest. In these cases, the subject will choose “an act that he believes 
will yield a lower level of personal welfare to him than an alternative that 
is also available to him” (Sen 1977, 327). Th is means that given a utility 
scale where  x  is ranked more highly than  y,  acting from commitment will 
result in choosing  y.  My choice to tell the truth because duty demands it, 
even though the truth is embarrassing and will cost me my job, would be 
a presumptive example. While Sen’s notion of commitment seems to capture 
an aspect of our motivation, rational choice theorists have a ready response to 
his argument. In cases like these, the agent appears to be choosing the 
outcome with lower utility only because we have misunderstood the agent’s 
utilities. In Sen’s story, the payoff  is not just the apples. Boy  A  also gets 
satisfaction from off ering  B  the larger apple when he has an opportunity to 
take it for himself. Th e payoff  is thus the small apple plus the smug satisfac-
tion of the altruist, and this is higher than the value of the large apple alone. 
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Boy  B  is apparently not moved by such feelings, and therefore values the 
large apple more highly. What Sen distinguishes as two kinds of motivation, 
the rational choice theorist might conclude, is nothing more than diff erent 
objects taken as valuable. If doing my duty is ranked highly enough, then 
I will do so even if it costs me my job. 

 Game Theory in the Laboratory 

 Sen’s suggestion that rational choice theory misrepresents the character of 
agency has gained force in recent years from the experimental research. Lab 
subjects have played all manner of choice and bargaining games. Th ese 
experiments have seemed to show that human subjects routinely and dra-
matically deviate from the predictions of rational choice models. For example, 
consider a sequential prisoner’s dilemma game. In this setup, the payoff s are 
arranged as a standard prisoner’s dilemma (  Figure 5.6  ). Th e fi rst player 
chooses to cooperate or defect. Th e second player then chooses with full 
knowledge of the fi rst player’s choice. In one experiment (Clark and Sefton 
2001), the fi rst-movers chose to cooperate more than 50 percent of the time. 
In response to an opening move of cooperation, second-movers chose to 
cooperate more than 30 percent of the time. Th e subjects seem to have some 
propensity to forego the payoff s in favor of cooperating and reciprocating 
cooperation. 

 Th ese experiments have not been interpreted as refuting game theory for 
reasons exactly like those given in the response to Sen, above. Th e fact that 
some subjects do not choose the “defect” strategy shows that their utilities are 
not limited to the monetary payoff s off ered by the experimenter. Perhaps their 
utility functions include the value of kindness, fairness, or reciprocity. When 
we change the utility functions of the subjects in the experiment, the payoff s 
change. And when the payoff s change, the game changes. Th is means that 
the subjects were behaving exactly as game theory predicts. Th ey were just 
playing a diff erent game than the experimenters thought they were playing. 

 Th e possibility of refi ning utility functions raises a question about the 
empirical testability of rational choice theory. Th ere is no theoretical restric-
tion on the preferences of an agent. Th is means that whatever an agent does 
must therefore have had the highest utility at the time. Some have tried to 
argue that this makes rational choice theory empirically empty. No test is 
possible because every result can be accommodated by adjusting the utilities 
attributed to the agents. We give the subjects of our experiment a game to 
play, then adjust our estimation of their utilities to match whatever they do, 
thus determining what game we gave them in the fi rst place. Th is circle can 
be broken by separating the measurement of what agents want from the 
predictions of game theory. We need a way to determine the agent’s prefer-
ences independently of the strategic game. If we knew the preferences, we 
could use those as the game payoff s. We would thereby hold the preferences 
fi xed while we test game theory’s predictions. 
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 Francesco Guala has argued that the standard way of identifying prefer-
ences in rational choice theory does not permit refi nements which would 
accommodate the kind of reciprocity seen in experimental economics (Guala 
2006a). Guala discusses a series of experiments conducted by Gary Charness 
and Matthew Rabin (2002). In these experiments, subjects played versions 
of the dictator and ultimatum games. In their version of the dictator game, 
one player (Player 2 in   Figure 5.10  ) has a choice between two allocations 
of money. Player 1 has to simply accept what Player 2 dictates. Th e fi rst 
choice gives Player 1 $400 and Player 2 $400; the second choice gives 
Player 1 $750 and Player 2 $400. Th e percentages in   Figure 5.10   show what 
proportion of the subjects made each choice (Charness and Rabin 2002, 
829; cf. Guala 2006a, 259). Th is very simple game is a direct application 
of the standard defi nition of preferences. We are determining which of the 
two outcomes Player 2 prefers by looking at Player 2’s choices. Monetary 
benefi ts to Player 2 are the same, so any diff erence should refl ect extra-
monetary utilities. And it turns out that a substantial number of the subjects 
seem to place some value on benefi tting Player 1. 

   In Allocation Game 1 (  Figure 5.10  ), the pool which Player 2 will divide 
is given to Player 2 by the experimenter. It is manna from heaven to be 
divided in one of two pre-determined ways. In a variation of the game 
(  Figure 5.11  ), Player 2 is given the same choices, but the choice takes place 
at a later stage of play. Player 2’s choices are determined by Player 1, and 
Player 2 knows Player 1’s decision. In Allocation Game 2, which is a version 
of the ultimatum game, Player 1 has the choice of either taking $750 and 
leaving Player 2 with nothing, or letting Player 2 make an allocation. Notice 
that the pattern of choice by subjects in the Player 2 position changes dra-
matically. Almost all prefer to reward Player 1 for giving them some benefi t. 
Charness and Rabin account for these results by creating a sophisticated 
formula describing how subjects’ utilities change. Guala points out that on 

  Figure 5.10  Allocation Game 1 
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their theory, the subject’s utility function has to include consideration of 
choices that the other player could have made: Player 1  could  have allocated 
Player 2 nothing at all. Th is means that giving people simple choices among 
possible goods, as is done in the standard defi nition of preferences and utility 
functions, is inadequate. Th e value depends on what game is being played. 
In other words, agents care about how the choices came about. Th is means 
that it will be impossible to defi ne a utility function that will determine an 
agent’s values across all social contexts. 

   Guala’s argument supports Sen’s view that rational choice theory inap-
propriately treats agents as egoistic. Not all motives can be understood simply 
as a stronger preference for one outcome over another. What matters is not 
just the size of the apple, but the process of interaction by which the result 
came about. Th is means that it is not enough to treat agents as utility-
maximizers. To understand action, we need a more complicated picture of 
motivation. Guala is careful to point out that the argument is not a blanket 
condemnation of game theory. With respect to particular situations, game 
theory may show something important about how agents interact. Th e 
conclusion is that the limitations of the theory prevent us from treating it 
as a fully general theory of action. 

  Figure 5.11   Allocation Game 2 



112 Action and Agency

 Instrumentalism and Structuralism 

 Defenders of classical decision theory and game theory have made several 
moves in response to the argument that RCT is psychologically unrealistic. 
Historically, some economists have argued for a thoroughgoing instrumental-
ism of the sort we discussed in Section 3.2. On this view, RCT should not 
be construed as referring to real psychological states. Preferences, beliefs, 
utility functions, and the like are merely constructs of a theory that help us 
make accurate predictions. We saw earlier that instrumentalism is problematic 
for a number of reasons. In this context, one of the largest concerns is the 
way that instrumentalism segregates diff erent sciences. For an instrumentalist, 
micro-economic theory is one sort of prediction instrument and cognitive 
psychology is another. Th ere is no need for their constructs of micro-
economics, political science, and sociology to be linked, or even consistent. 
Th is fl ies in the face of much scientifi c practice and undermines some of 
the most powerful reasons for taking rational choice theory seriously. Medi-
ated by game theory, social scientists have discovered important relationships 
between micro-economics, cognitive psychology, and evolutionary biology. 
Rational choice theory is important precisely because it is able to travel 
among diff erent fi elds and to link them together. Such cross-fertilization is 
diffi  cult to understand on an instrumentalist construal of science. 

 Short of a retreat to instrumentalism, RCT can be defended from charges 
of psychological unreality by rethinking the relationship between its claims 
and the facts of individual psychology. When the tools of rational choice 
theory are used in the social sciences, there is little or no attempt made to 
identify the actual utility functions of real individuals. In Section 6.2, we 
will look at the use of rational choice theory to explain revolutions. As we 
saw briefl y in Section 1.1, one of the interesting questions about revolutions 
and other social movements is why they begin. Each individual seems to 
have a strong motivation to not join the revolution. If the revolution suc-
ceeds, the “free riders” will benefi t from the new social system; if it fails, 
the non-cooperators will not face punishment. When we examine various 
solutions to this problem, you will notice that none of the theorists tries to 
determine the actual utility functions of Robespierre, Lenin, or Hồ Chí 
Minh. Rather, the costs and benefi ts of participation are presented as the 
typical outcomes of action. In this way, the use of rational choice theory in 
political science or sociology is very diff erent than the laboratory work Guala 
was highlighting. 

 Th e way that rational choice theory is used in practice has led some to 
interpret it as a “structural” theory. Rational choice theory explains large-
scale social phenomena, like revolutions, by showing how agents typically 
respond to the features of their environment. Th e model postulates idealized 
agents who are responding to specifi c costs and benefi ts. A kind of social 
event is then explained by showing how it arises as the result of the rational 
choices and strategic interactions of these ideal agents and the resources 



Action and Agency 113

available to them. So, it does not matter whether we were explaining the 
Russian, French, or Vietnamese revolutions. Th e explanation works by show-
ing how the situations that agents faced would (or would not) give rise to 
actions supporting the revolution. Th e explanation is arguably more powerful 
than more contextual accounts because it rises above the historical particu-
larity of specifi c revolutions and shows the general principles at work. A 
further advantage of treating RCT as a structural theory is that it can take 
a larger variety of objects as “rational agents.” In the discussion of revolu-
tions, below, we will see theorists who want to treat trade unions and churches 
as the agents of rational choice theory. In economics, it is common to treat 
fi rms and families as agents. Treating rational choice theory as a structural 
theory thus distances rational choice explanations from the explanation of 
(individual) intentional action. 

 Th e critique that Guala and Sen make of rational choice theory is at least 
partly met by treating RCT as a structural theory. When building models with 
idealized agents, we can agree that real human beings are not just utility-
maximizers and the explanation of individual actions requires a broader range 
of motivations. Th e goal of modeling is to identify a manageable number of 
determinants of action, and then use the apparatus of rational choice theory 
to show how the actions of individuals can be aggregated. Th e model is empiri-
cally successful if it predicts the relationship between changes in the environment 
and changes in social-level, aggregated behaviors. Treating agents in an attenu-
ated way permits us to explain general features of a social process or event. 

 While treating rational choice theory as structural goes some way towards 
defusing Guala’s and Sen’s critique, structural theories cannot be cut off  from 
empirical testing. If we are concerned only with the predictions of the model, 
and not at all with the mechanisms it postulates, we fall back again into 
instrumentalism. If we are not to be instrumentalists, we must evaluate 
whether the mechanisms postulated by the model are realistic. It is at this 
point that Guala’s and Sen’s concerns become vivid again. As Lehtinen and 
Kuorikoski have argued (2007), much depends on the details of the explana-
tion. An analogy between scientifi c models and maps may help make the 
point. Maps do not represent every street, river, school, or airport. All maps 
misrepresent or idealize. Th is means that we have to ask whether the map 
is accurate for our purposes. If I am hiking in the mountains, I want the 
topography represented; if I am driving on the highway, the steepness of 
the hills does not matter so much. Similarly, when rational choice models 
are used structurally, we need to pay careful attention to the aspects of the 
agent’s decision making that are being ignored. If there is reason to believe 
that the social phenomenon being modeled depends on some feature that 
has been left out of the model, then the model is thereby empirically inad-
equate. Th is means that the epistemology of rational choice modeling will 
need support from social scientifi c research which lies outside of the model. 
Cognitive psychology, ecology, history, social theory, and even philosophy 
may be necessary to support rational choice modeling. 
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 5.4 Chapter Summary   

 Instrumental rationality plays a prominent role in our common-sense think-
ing about intentional action. We understand the actions of others by looking 
for their goals and their beliefs about the environment. Rational choice 
theory formalizes the intuitive idea of instrumental rationality into the more 
precise conception of expected utility maximization. Th e philosophical 
debates in this chapter have questioned the character of the principle of 
instrumental rationality, its psychological plausibility, and its function in 
action explanation. Th e debate between Hempel, Winch, and Davidson 
surveyed in Section 5.1 concerned the character of the principle of instru-
mental rationality. Is the relationship between beliefs, goals, and action a 
causal, law-like relation, or is it normative? Can reasons be causes? When 
the principle of instrumental rationality is formalized in rational choice 
theory, the problem of psychological plausibility comes to the fore. While 
this problem has been recognized since the inception of rational choice the-
ory, it has received new impetus from research in behavioral economics. In 
the laboratory, people tend to be much more cooperative than game theory 
predicts. Th is raises important epistemological questions about how rational 
choice theory could be empirically tested, and more generally, how any 
model that contains abstractions and idealizations can be tested. It also puts 
the spotlight on human cooperation. Clearly, cooperation is fundamental 
to human society. Game theoretical equilibria are one way to understand 
cooperation, but the problems of multiple equilibria, trembling hands, and 
so on point toward important diffi  culties. Moreover, part of the psychological 
implausibility has to do with game theory’s failure to predict human coop-
erative tendencies. How should the experimental evidence about cooperation 
bear on social scientifi c theories? 

 In this chapter we have seen two challenges that strike to the heart of the 
picture of agency implicit in instrumental rationality. Collingwood’s chal-
lenge was that action explanation must capture the fi rst-person character of 
belief and attitudes if it is to portray motives as motivational. Th e challenge 
is epistemic. Our understanding of agents must include their subjectivity, 
and it requires a kind of simulation or re-enactment. Agents thus cannot 
be represented in the same way we represent other objects. Sen’s critique 
was more metaphysical. He pointed out that decisions are less self-regarding 
than can be accommodated within either rational choice theory or standard 
intentional action explanations. Agency must be represented in richer terms. 
Th ese questions about agency will return in  Chapter 7  when we consider 
how to understand the normativity of the social world and in  Chapter 8  
when we look at actions that only can be done in groups, such as winning 
a football match. 

 Questions of joint action and normativity return us to one of the funda-
mental themes in the philosophy of social science: the relationship between 
agents and social structures. Game theory permits us to model the interaction 
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of multiple agents. In some situations, individually rational utility-maximizers 
will fall into an equilibrium. Th is is one possible model of how individual 
actions and social structures are related: Th e social phenomenon is nothing 
but the unintended consequence of individual instrumental rational choice. 
Th is model is reductionistic insofar as it contends that social-level phenomena 
can be analyzed into individual actions. Some social scientists and philoso-
phers have argued that reductionism is an important goal for social scientifi c 
theory. In the next chapter, we will examine the issue of reductionism. What 
does it mean to “reduce” one “level” to another? Is reductionism a plausible 
goal for the social sciences? 

 Discussion Questions 

 1. Apply Hempel’s Deductive-Nomological form of intentional action 
explanation to Admiral Tryon’s actions. Is anything left out? Does 
this form of explanation supplant an interpretivist approach? 

 2. Apply Hempel’s Deductive-Nomological form of intentional 
action explanation to the studies of aggression. Suppose that there 
are strong correlations between playing violent video games and 
aggressive behavior. What does this explain? Would it explain why 
Jimmy punched Tommy in the nose? 

 3. Contrast Davidson’s position with Hempel’s and Winch’s views. 
How do they agree and on what points do they disagree? Who 
has the most convincing view of action explanation? 

 4. In Section 5.1, the example of humor was used as an example of 
something easy for a simulation theory to explain, but diffi  cult 
to theorize about. Is it true that we have no theory of humor? 
On a simulation theory, how could we come to understand the 
humor of people very diff erent from ourselves? 

 5. Do the forms of the strategic interaction discussed in Section 5.2 
apply to other any real-world social situations? When you confront 
problems of these forms, how do you solve them? What does that 
tell you about the use of game theory to represent and analyze 
these strategic interactions? 

 6. Sen distinguished between choices based on sympathy and choices 
based on commitment. Find some examples of each. Can they be 
adequately explained by standard rational choice theory? If not, 
then what is the “commitment” found in your examples? What is 
the conception of agency which stands behind your examples? 
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 Further Reading 

 Th e story of Admiral Tryon and the sinking of HMS  Victoria  is told in 
 Admirals in Collision  (Hough 1959). In “Imperfect Rationality” (1970) 
Watkins uses Admiral Tryon to discuss a number of the issues about ratio-
nality and action explanation that are the subject of this chapter. 

 Hempel’s “Th e Function of General Laws in History” (1942) is an impor-
tant starting point for late-twentieth-century debate over the character of 
social scientifi c explanation. Dray famously responded to Hempel in  Laws 
and Explanation in History  (1957). Hempel and Dray continued the debate 
in Dray (1963) and Hempel (1963). Mandelbaum’s “Societal Facts” (1955) 
anticipates more contemporary views about causal mechanism. 

 Th e argument that reasons cannot be causes is found in  Chapter 3  of 
Winch’s  Idea of a Social Science  (1958). Anscombe’s  Intention  is a must-read 
for anyone interested in action explanation (1963). Davidson’s “Actions, 
Reasons, and Causes” is reprinted in his  Essays on Action and Events  (1980) 
along with further relevant essays. Important contributions to the continuing 
debate over reasons and causes include Goldman’s  A Th eory of Human Action  
(1970), Von Wright’s  Explanation and Understanding  (1971), and Bratman’s 
essays collected in Bratman (1987). 

 Th e notion of re-enactment has its source in Collingwood’s and Dilthey’s 
work. For discussions of their work with reference to the consequences for 
the philosophy of social science, see Dray,  History as Re-Enactment: R.G. 
Collingwood’s Idea of History  (1995), Stueber, “Th e Psychological Basis of 
Historical Explanation: Reenactment, Simulation, and the Fusion of Hori-
zons” (2002), and Makkreel,  Dilthey: Philosopher of the Human Studies  (1975). 
Th e contemporary reappraisal of these arguments in terms of simulation 
theory is explored in Kögler and Stueber (eds.),  Empathy and Agency: Th e 
Problem of Understanding in the Human Sciences  (2000), and in Goldman’s 
“Interpretation Psychologized” (1989). 

 Th e presentation of game theory in this chapter generally follows Rasmu-
sen,  Games and Information: An Introduction to Game Th eory  (2007). Bonano’s 
entry on “Game Th eory” in Jarvie and Zamora-Bonilla (2011) goes beyond 
the discussion in this chapter by introducing the representation of diff erential 
information among the players. Ross’s entry on game theory in  Th e Stanford 
Encyclopedia of Philosophy  is a superb introduction to the philosophical 
signifi cance of game theory (2011a). For more on the philosophical presup-
positions and consequences of these constructions, see Reiss,  Philosophy of 
Economics: A Contemporary Introduction  (2013). 

 Gintis,  Th e Bounds of Reason: Game Th eory and the Unifi cation of the 
Behavioral Sciences  (2009), and Coleman,  Foundations of Social Th eory  (1990), 
provide programmatic orientations toward rational choice theory for the 
social sciences. For general discussions of rational choice theory in the social 
sciences and its challenges, see Pizzorno (2007) and Paternotte (2011). 
Hechter and Kanazawa, “Sociological Rational Choice Th eory” (1997), 
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provides a critical overview of rational choice theory in sociology. In political 
science, debate about rational choice theory can be found in Green and 
Shapiro,  Pathologies of Rational Choice Th eory  (1995); see Cox (1999) for a 
reply. Philosophical critiques of the use of rational choice theory in the social 
sciences include Sen’s “Rational Fools” (1977), Sanchez-Cuenca, “A Prefer-
ence for Selfi sh Preferences” (2008), Kuorikoski and Lehtinen, “Economics 
Imperialism and Solution Concepts in Political Science” (2009), and Lehtinen 
and Kuorikoski, “Unrealistic Assumptions in Rational Choice Th eory” 
(2007). Satz and Ferejohn defend rational choice theory against some of 
these charges in “Rational Choice and Social Th eory” (1994); see also Little, 
 Microfoundations, Method, and Causation  (1998). 

 Tversky and Kahneman’s research documented important ways in which 
humans deviate from the expectations of instrumental rationality as well as 
other forms of logical reasoning. “Judgment Under Uncertainty: Heuristics 
and Biases” (1974) is the seminal study, and the essays collected in the book 
of the same name explore the fi eld (Kahneman, Slovic, and Tversky 1982). 
Gigerenzer (1991) suggested alternative explanations for Tversky and Kahne-
man’s results, and his own program is presented in Gigerenzer (2008). 
Kahneman won the Nobel Prize for his work, and his Nobel lecture, “Maps 
of Bounded Rationality,” is a good introduction to his work (Kahneman 
2002). Th e fi eld of behavioral economics has taken off  in recent decades. 
Camerer’s  Behavioral Game Th eory: Experiments in Strategic Interaction  (2003) 
provides an excellent overview of experimental results. Henrich  et al.  (2005) 
test the predictions of game theory cross-culturally. Woodward’s “Experi-
mental Investigations of Social Preferences” (2009) is a good overview of 
the recent work and its philosophical signifi cance. Guala’s “Has Game Th eory 
Been Refuted?” (2006a) is a careful refl ection on the question of the rela-
tionship of game theory to experimental evidence. 

           



 6   Reductionism: Structures, Agents, 
and Evolution 

 Th e social sciences seem to investigate two kinds of object. On the one hand 
there are individual persons with their beliefs, values, emotional responses, 
choices, and actions. On the other, there are fi re departments, university 
administrations, churches, laws, customs, and cultures. One might wonder, 
since churches and cultures are composed of people, are there really two 
kinds or levels of phenomena here? Can the social level be  reduced  to the 
individual level? Or is something lost when we treat a church as nothing 
more than the set of its members? Th ese questions were posed by the earliest 
social scientists and the philosophers who refl ected on their work, and 
reductionism remains one of the central philosophical issues in social inquiry. 

 Th e question of whether the social level reduces to the individual level 
spans a variety of theories and methodological strategies in the social sci-
ences. Indeed, most of the remaining chapters of this book will relate to the 
problem of reductionism in one way or another. Rational choice theorizing 
has provided, at least since Adam Smith’s  Wealth of Nations  (Smith 1937 
[1776]), a model for reductionist programs in the social sciences. RCT 
appears to explain social phenomena such as markets, institutional structures, 
or social norms as the outcome of many individual decisions. We will begin 
in Section 6.1 with a social scientifi c research program which relies on the 
resources of RCT modeling. While rational choice theory is not the only 
motivation for reductionism, it highlights the main arguments for and against 
reduction, which we will survey in Sections 6.2 and 6.3. 

 Evolutionary explanations of social phenomena are another motivation 
for reductionism. Evolution has a checkered history in the social sciences. 
In the last several decades, however, some robust research programs have 
explained the emergence of cooperation, social norms, and institutions in 
evolutionary terms. Th ese programs are philosophically interesting in their 
own right, and Section 6.4 will ask whether the use of models from evolu-
tionary biology provides convincing arguments for reductionism. 

 6.1 Explaining Revolutions 

 When people struggle under oppressive regimes, why don’t they just rise up 
against the unjust colonial offi  cial or dictator? Sometimes, of course, they 
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do, as witnessed by the French and Russian revolutions as well as the host 
of independence struggles against colonial powers. Sometimes they don’t, 
and that is just as interesting. Oppressive regimes often manage to keep 
people under their control in spite of the most appalling conditions. Th e 
question of how a community can move from a state of widespread discon-
tent to active rebellion has been fascinating for political scientists, historians, 
anthropologists, and sociologists. 

 In his study of the French Revolution, Alexis de Tocqueville proposed a 
rather simple and striking theory (Tocqueville 1955 [1856]). One might 
expect that revolutions occur when people become impoverished and desper-
ate. De Tocqueville found that, surprisingly, the French Revolution occurred 
after a period of unprecedented prosperity. De Tocqueville suggested that 
during a period of rising prosperity, expectations rise. If the economy takes 
a downturn, there will be a gap between what people expect and what they 
have. When this gap gets suffi  ciently large, people will revolt against their 
government. As articulated by James Davies, the theory says that: 

 Revolutions are most likely to occur when a prolonged period of objec-
tive economic and social development is followed by a short period of 
sharp reversal. Th e all-important eff ect on the minds of people in a 
particular society is to produce, during the former period, an expectation 
of continued ability to satisfy needs—which continue to rise—and dur-
ing the latter, a mental state of anxiety and frustration when manifest 
reality breaks away from anticipated reality. Th e actual state of socio-
economic development is less signifi cant than the expectation that past 
progress, now blocked, can and must continue in the future . . . Political 
stability and instability are ultimately dependent of a state of mind, a 
mood, in a society. 

 (Davies 1962, 6) 

 Th e shape of the curve representing rising prosperity followed by a sharp 
decline led theorists to call this the “J-curve” theory of revolutions. 

 In Davies’ presentation, psychological characterizations play a crucial role: 
anxiety, frustration, expectation, and mood. As Davies uses these terms, they 
do not seem to characterize individual attitudes. Rather, the terms are used 
as if the society as a whole was anxious or frustrated. Th is sort of language 
often motivates arguments for reductionism. What could it mean for a 
society to have a mood? A charitable interpretation of Davies would be to 
take “mood” and “expectation” to be the average of individual expectations. 
Th is would reduce the talk of social-level needs, expectations, and states of 
mind to the individual level. Reduced in this way, it is possible to see revo-
lutions as the unintended consequence of a large number of individual 
actions. Each individual acts on the basis of his or her personal motivations, 
and as a result, the whole society changes. 

 Considered from the perspective of rational choice, revolutions and social 
movements are quite puzzling. Why should an individual join the rebellion? 
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Revolution is a risky venture, and participation has costs. Joining the revolu-
tion risks one’s own safety, as well as the safety of family and friends. Should 
the revolution succeed, the new government will (presumably) improve the 
lives of all citizens. Th is means that each citizen will benefi t from the revolu-
tion whether or not he or she participated in bringing it about. Th e fruits 
of the revolution are a  non-exclusive good.  It is something that all enjoy 
whether or not they contributed to its creation. As a result, each person gets 
a higher net utility from sitting idly than from joining the barricades because 
they can reap the benefi ts without paying the costs. Th is is known as the 
problem of “free riders,” and it plagues any attempt at collective action. 
Using game theory, the situation can be modeled as a prisoner’s dilemma 
(Figure 5.5). Th e equilibrium which results from free riding is sub-optimal: 
everyone “defects” and no one joins the revolution. If a revolution is under-
stood as the individually rational actions of a large number of people, it is 
hard to see how revolutions could ever happen. 

 Whether the choice to join the revolution is best represented as a prisoner’s 
dilemma depends on the players’ preferences. If the change in the payoff s 
is so great that the order of the preferred outcome changes, the game changes. 
For example, suppose that we change the narrative of the prisoner’s dilemma 
to include a strong bond between the prisoners. Th eir solidarity is such that 
in spite of the risks of a longer prison term, they would rather go to prison 
together than to be free alone. Th is raises the utility of the cooperation 
strategy for each party. It therefore changes the prisoner’s dilemma situation 
into the assurance game represented in   Figure 6.1  . (Again, the utilities are 
ordinal and “3” is the highest.) In the prisoner’s dilemma we noticed that 
communication did not matter: because the strategy to defect dominated, 
neither prisoner could trust the other’s promises. Th e assurance game is a 
coordination problem with two Nash equilibria. Both prefer to use the same 
strategy, and the problem is to settle on the right choice. Since the payoff s 
of mutual cooperation are superior to mutual defection, an agreement to 
cooperate becomes self-reinforcing. Promises are not needed. 

   Applied to the problem of revolutions, the foregoing line of thought sug-
gests that strong norms of solidarity, such as bonds of ethnicity or feelings 

Player 2

Cooperate Defect

Player 1
Cooperate 3, 3 0, 1

Defect 1, 0 2, 2

  Figure 6.1  Assurance Game 
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of nationalism, might explain how some revolutions overcome the free rider 
problem. Discontent is turned into action when our solidarity leads us to 
value joint action, and we see that acting together against the regime is the 
bigger payoff . When we look at actual historical revolutions and rebellions, 
however, this theoretical solution faces some challenges. It works best where 
the rebellion is small, like a ship mutiny. Face-to-face interaction can rein-
force the norms of solidarity, spread information about cooperation, and 
keep everyone on task. When the revolution is larger, however, a new kind 
of defection arises. Why, a potential revolutionary might ask, should I choose 
to value nationalism, when so many others are already risking their lives for 
the Fatherland? Th e individual is asking whether to cooperate with or defect 
from  the norms of solidarity.  Th is new game looks like a prisoner’s dilemma 
all over again, and the problem of free riders threatens to scuttle the pos-
sibility of revolutionary action. 

 An interesting solution to the problem of defection from the norms of 
solidarity was proposed by Jack Goldstone (1994). He suggested adding a 
middle level of aggregation between individuals and the larger revolution. 
We have been posing the problem as to why an individual should join 
something big, like the Russian Revolution. Goldstone noted that individuals 
do not normally make this choice. Rather, they are already members of some 
group that has an interest in promoting (or preventing) the goals of the 
revolution: 

 [I]nvestigations of crowd actions in the revolutions of 19th century 
Europe show that those who manned the barricades were not random 
assortments of individuals, but groups of individuals recruited and orga-
nized along neighborhood lines . . . Th e same appears to be true of 
workers and peasants in the Russian revolution, where local communities 
provided the framework for organizing and taking revolutionary action. 

 (Goldstone 1994, 141) 

 Goldstone applies the rational choice framework at two levels. Individuals 
make choices to join groups, and groups make choices whether to join the 
revolution. For individuals, groups like churches, trade unions, and neigh-
borhoods are sources of solidarity. Th e problem of whether to join a group 
can be represented as an assurance game. Group membership is thus indi-
vidually rational and self-reinforcing. Groups are also treated as rational 
choosers. A group such as a church will decide whether to engage in revo-
lutionary action if the probability of success is high and the action furthers 
its goals. Moreover, groups that can mobilize a large number of people make 
substantial contributions to the success of a revolution. A relatively small 
number of groups who engage in revolutionary protests are thus very likely 
to succeed in achieving their individual goals. Th e problem of individual 
free riders is solved at the level of the group, and the revolution is explained 
by the actions of these groups. 
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 Th e theoretical developments we have been discussing are no more than 
a glimpse of a large and complex literature on revolutions and social move-
ments. Th ese examples illustrate how rational choice theorizing fi gures in 
the understanding of large-scale social phenomena. Revolutions, one might 
argue, are ultimately nothing but the outcome of a large number of indi-
vidually rational choices. In this way, the RCT model of revolutionary action 
appears to reduce a social-level event to individual actions. 

 6.2 Social Theory and Social Ontology 

 The Individualism–Holism Debate 

 Th e debate over reductionism may be framed as a dispute between two 
camps. Th ose who propose that the social level reduces to the level of agents 
are often called “individualists.” Th eir opponents who resist such reduction 
are often called “holists.” A classic statement of individualism is found in 
John Stuart Mill’s 1872  System of Logic:  

 Th e laws of the phenomena of society are, and can be, nothing but the 
laws of the actions and passions of human beings united together in 
the social state. Men, however, in a state of society, are still men; their 
actions and passions are obedient to the laws of individual human nature. 
Men are not, when brought together, converted into another kind of 
substance, with diff erent properties; as hydrogen and oxygen are diff erent 
from water, or as hydrogen, oxygen, carbon, and azote, are diff erent 
from nerves, muscles, and tendons. Human beings in society have no 
properties but those which are derived from, and may be resolved into, 
the laws of the nature of individual man. 

 (Mill 1987 [1872], 65) 

 In  Th e Rules of the Sociological Method,  Emile Durkheim responded to Mill’s 
position and argued for holism. He contended that it is: 

 in the nature of society itself that we must seek the explanation of social 
life. We can conceive that, since it transcends infi nitely the individual 
both in time and space, it is capable of imposing upon him the ways 
of acting and thinking that it has consecrated by its authority. Th is 
pressure, which is the distinctive sign of social facts, is that which all 
exert upon each individual. 

 (Durkheim 1938 [1895], 128) 

 Mill is denying that the social world is a kind of thing over and above the 
individual human beings which make it up. Th ere are no social properties 
that are not already properties of individual humans. Durkheim, on the 
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other hand, is saying that a social science needs to postulate the existence 
of “social facts,” which go beyond (or “transcend”) the properties of any 
collection of individual humans. 

 Th e careful reader will have noticed that these two authors are basing 
their claims on rather diff erent assumptions. Mill is making an ontological 
claim about the composition of social entities. Social phenomena are entirely 
composed of humans and their actions. No new properties emerge from the 
interaction of agents. Ontologically, social entities or properties reduce to 
individual entities or properties. Mill is also making a claim about the rela-
tionship of laws of the social world to laws of psychology. A proper science, 
in Mill’s view, should be able to derive specifi c or local laws from more 
fundamental laws. Th is would mean that, in principle, we could make pre-
dictions about social-level events based on knowledge of the psychology of 
the individuals involved. Durkheim, by contrast, is making a point about 
explanation. In order to explain social phenomena—including the actions 
of individuals within a social setting—we need to invoke social facts. 

 Within the quotations from Mill and Durkheim, then, we can discern 
three diff erent points of contrast between an individualist and a holist 
position: 

  Th eoretical:  individualists hold that the theories of the social sciences 
can be derived from theories of psychology, while holists hold that social 
scientifi c theories are logically independent of lower-level theories. 
  Ontological:  individualists hold that only human agents and their 
properties exist, while holists hold that social entities and properties also 
exist. 
  Explanatory:  individualists hold that explanations in the social sciences 
must make reference to individual actions, while holists also accept 
social-level explanations. 

 Th ese defi nitions articulate their diff erences in overly dramatic terms. As 
you will see when we dig into the arguments, much eff ort has been put into 
refi ning these positions and determining exactly what the commitments of 
individualism and holism should be. For example, is the property of being 
married a property of an individual agent, or is it a social property which 
needs individualistic analysis? Is individualistic reduction a long-range goal 
to be pursued by the social sciences, or is it a criterion for rejecting some 
current theories as unscientifi c? You will also see that authors link the posi-
tions together in diff erent ways. Mill, for example, accepted a view of 
explanation very like the Deductive-Nomological view we discussed in Sec-
tion 5.1. His acceptance of theoretical reductionism thus entails explanatory 
reductionism, and Mill ends up being an individualist on all three points. 
We will also see some sophisticated positions that affi  rm holism in some 
areas but individualism in others. 
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 Defi nition and Theoretical Reduction 

 When presenting the problem of reductionism, it is natural to distinguish 
between higher-level (social) theories and lower-level (psychological) ones. 
A good point of entry into the discussion, then, is theoretical reductionism. 
How do social-level theories relate to psychological-level theories? In the 
discussion of theories of revolution (Section 6.1), we noticed that one pre-
sentation of the J-curve theory seemed to invoke expectations and moods 
at the social level. It is a bit odd to say that there are expectations and moods 
of a nation which are not the expectations and moods of any person. None-
theless, the theory needs something at the social level to do this work. After 
all, a change in Robespierre’s expectations alone did not cause the French 
Revolution. Something happened to the French citizens, and as a result the 
revolution occurred. As suggested in Section 6.1, a good solution is to  defi ne  
the expectations of the nation in terms of the expectations of the citizens. 
Th is solution gives us a picture of reductionism: each term of social-level 
theory would be defi ned in terms of individual-level theory. “Expectation” 
in social-level theory might be an average of individual expectations, for 
example. 

 In the quotation from Mill, above, he demanded that social-level theory 
be derived from individual-level theory. A deduction of this sort would 
require social-level terms to be defi ned by individual-level terms. (In the 
literature, these defi nitions are sometimes called “bridge laws.”) Of course, 
full reduction of social theory to individual theory would succeed only if 
all of the social terms could be defi ned by individual terms. We have seen 
how “expectation” might be defi ned. What about “revolution”? Th is is more 
troublesome for two reasons: the problem of the remainder and the problem 
of multiple realizability. Both problems have been taken as important argu-
ments against individualism (and in favor of holism). 

 Th e problem of the remainder was clearly stated in Maurice Mandelbaum’s 
classic essay “Societal Facts” (1955). In Goldstone’s explanation, for example, 
the revolution is the product of middle-level actors: trade unions, churches, 
and the like. If this theory is to be reduced to an individual-level theory, 
then terms like “trade union” and “church” will have to be defi ned in indi-
vidual terms. Th e problem is that these groups do not decompose directly 
into individuals. If trade unions and churches are to make decisions as 
Goldstone’s theory requires, they must have an internal structure. Union 
leaders have the authority to speak for the group and call a strike, for 
example. Defi ning “trade union” therefore requires use of terms for roles 
like “shop steward.” Additionally, there will be decision-making processes 
within the group, and these are likely to be defi ned by norms or rules. Th is 
means that we will need to defi ne further social-level predicates such as 
“voting” and “union rules.” Each new attempt at a defi nition adds a new 
social-level term which has to be defi ned. Mandelbaum concluded that any 
defi nition of social-level terms by individual-level terms will leave some social 
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remainder. Th e goal of deriving social theories from individual theories is 
therefore impossible. 

 Multiple realizability is the fact that many social-level terms apply to an 
open-ended variety of individual arrangements .  For example, a revolution 
can be constituted by many diff erent arrangements of individual actions: 
the Russian Revolution involved one set of individuals with their various 
interests and situations, while the French Revolution involved another. 
Revolutions, churches, labor unions, ethnic groups, and so on are all  types  
that can be exemplifi ed by many possible  token  aggregates of actions and 
attitudes. Most terms that appear within social scientifi c theory are multiply 
realizable in just this way. Multiple realizability blocks theoretical reduction 
because there is no determinate set of individual-level aggregates that will 
serve as the defi nition. Suppose one tried to list all of the possible ways of 
organizing individuals into a church. Th e defi nition would be then a list of 
all these alternatives ( A  or  B  or  C  or . . .). Th e problem is that there is no 
way of knowing how to continue the series. What if someone organizes a 
church in a way we hadn’t foreseen? Does it fail to be a church? Or must 
we change our defi nition with every new example? None of these options 
seem satisfactory, and holists conclude that individualistic reduction of theory 
is impossible. 

 Both the remainder argument and the multiple realizability argument 
depend on a distinction between social-level and individual-level terms. 
What sorts of terms are supposed to count as individual? In other words, 
since priests are individual people, why isn’t “being a priest” something 
that can appear in an individualist theory? Julie Zahle has contended that 
arguments like the two discussed here unfairly narrow the range of individual 
descriptions (Zahle 2003). It would be impossible to explain individual 
action without relational terms like “mother of” or “lives in the same house-
hold as.” An individualist must be able to describe individuals in terms of 
their relationships to each other. Social role terms are relational, and ought 
to be part of the individualist’s descriptive repertoire as well. 

 As Zahle recognizes, the remainder argument is the reason social role 
terms like “priest” or “shop steward” are usually denied the individualist. 
Being a priest is not an individualistic property because being a priest 
depends on the existence of the church. Why, Zahle asks, is this a problem 
for the individualist? Th e holist and individualist can agree that “priest” 
cannot be defi ned in terms of the actions, beliefs, or attitudes of the 
individual who is a priest. It must be defi ned by the actions, beliefs, and 
attitudes of the parishioners as well. Th e defi nition will also depend on 
the church hierarchy. So, the individualist is taking on a defi nitional bur-
den. To defi ne a “priest” in individualistic terms will require reference to 
the beliefs and attitudes of many individuals, some of whom may be long 
dead (think of St. Paul’s role in establishing the Catholic Church). Th e 
remainder argument correctly points out that defi ning one social-level term 
will require defi ning some others. However, Mandelbaum’s argument does 
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not  guarantee  that there will always be a remainder. Perhaps clever defi ni-
tions can be found. 

 Zahle’s argument highlights the importance of articulating the descriptive 
resources of the lower-level theory. Notice that this will diff er among social 
scientifi c theories. Rational choice theory is one of the main contenders for 
an individual-level theory to which social-level theories can be reduced. 
Rational choice theory is quite austere in its commitments. Game theory, 
for instance, appeals to only the player’s utility functions, beliefs, game 
payoff s, and the game rules. Social roles like “shop steward” have no place 
in this theory except as part of the description of a person’s beliefs or utili-
ties. A reductionist who relies on classical rational choice theory, then, is 
taking on a rather large defi nitional burden. A reductionist who treats rational 
choice as a structural theory has somewhat diff erent commitments. Zahle 
argues that, in the end, whether a social-level theory can be successfully 
reduced to an individual-level theory is an empirical problem to be decided 
on a case-by-case basis. 

 Supervenience 

 Does failure of theoretical reduction entail ontological holism? One might 
think so. If the theories are irreducibly diff erent, one might conclude, they 
must be about diff erent things. Hence, each theory has its own ontology. 
While it is tempting, this quick argument from diff erent defi nitions to dif-
ferent ontologies is not sound. It assumes that every diff erent noun refers 
to a diff erent object. On the contrary, we often have diff erent ways of 
describing a single thing. Th e possibility of multiple descriptions appeared 
in Davidson’s argument that descriptions in terms of reasons do not reduce 
to descriptions of neurological processes (Section 5.1). On his view, reasons 
and causes are two ways of characterizing one thing. Similarly, one might 
accept the multiple realizability argument and still contend that each revolu-
tion, church, or trade union is made up of a particular constellation of 
agents and actions. Th e decision of a trade union to join a general strike 
and the beliefs, attitudes, and actions of the union members are therefore 
just two descriptions of one event. Multiple realizability is thus consistent 
with a commitment to ontological reduction. 

 In response, the holist might argue that the multiple realizability of social-
level predicates points to a special relationship between social and psycho-
logical properties. It is diff erent from other cases of multiple descriptions. 
For example, describing a ball as round, describing it as moving at 50 mph, 
and describing it as just having been kicked by Pelé are three ways of 
describing the same thing. Th ese descriptions are independent: something 
can be round without being kicked by Pelé, and Pelé probably kicked a few 
things besides footballs. By contrast, when we describe an event as a revolu-
tion and we describe the individuals as taking up arms and heading for the 
hills, etc., there is a dependency relation between them. Without some set 
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of individual actions, the revolution could not exist. Th is dependency of 
revolutions on actions, of course, is precisely what ruling elites count on 
when trying to stop a revolution. Th ey kill, arrest, or placate the individuals 
in order to get them to stop their revolutionary activities. If individuals stop 
staging protests, etc., then the revolution will end. 

 Th e dependency of higher-level properties on lower-level properties has 
been called “supervenience” in the philosophical literature on reduction-
ism. Roughly, properties of type  A  supervene on properties of type  B  if 
and only if any change in  A  properties or any diff erence between  A  
properties requires a change or diff erence in  B  properties .  A revolution 
can begin or end only through changes in the way the participants are 
acting. Or again, a trade union is diff erent from a church only insofar as 
there is some diff erence between the beliefs, attitudes, and actions of 
union members and those of church members. Notice that supervenience 
has been described in terms of  properties,  not words or concepts. Super-
venience is an ontological relationship of dependence between properties. 
A single object (or aggregate of objects) can have many diff erent proper-
ties. According to proponents of supervenience, a single object can have 
properties at diff erent levels, and where some properties supervene on 
others, the higher-level properties of the object depend on its lower-level 
properties. 

 For example, a cuckoo clock keeps time, runs fast or slow, and marks the 
hours with a distinctive sound. Th e clock’s gears do not keep time, run fast 
or slow, or say “cuckoo” on the hour. Th ese are properties of the whole 
clock. Yet, we do not think that there are two  objects  on the wall, the set of 
gears (etc.) and the clock; the clock  is  the set of gears (etc.). Th ere is a single 
object that manifests diff erent properties. Th e clock-level properties depend 
on the mechanism-level properties. Note that the property of “chiming 
12:00” is multiply realizable (think of electronic clocks), and therefore not 
defi nable in terms of the motions of gears. Th e multiple realizability of 
clock-level properties means that these properties must be distinct from the 
mechanism-level properties. 

 Analogously, the actions of a crowd of people manifest many properties. 
Some of these are individual-level properties, which would be describable 
in terms of the agents’ beliefs, attitudes, and actions. No individual is stag-
ing a revolution, but the individuals in the crowd may also have a social 
property, e.g .  convening a general strike. Th e combination of supervenience 
and multiple realizability permits a sophisticated holist position which 
admits that there are no social  objects,  but insists that there are non-reducible 
social  properties.  Keith Sawyer has called this view “non-reductive individu-
alism” (Sawyer 2002). Th e position is individualist in the sense that it 
contends that social-level entities do not exist. It is non-reductive in the 
sense that it holds that social-level properties do not reduce to individual-
level properties, and that social theories cannot be derived from psychological 
properties. 
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 Methodological Localism 

 Non-reductive individualism, like other forms of ontological holism, permits 
social scientists to make causal generalizations at the social level. Th is raises 
the question of how higher and lower level properties could be causally 
related. For example, on the J-curve theory, revolutions occur when there 
is a gap between expectations and levels of prosperity. One empirical study 
of the J-curve theory used gross national product (GNP) to measure the 
change in economic prosperity prior to revolutions. With some caveats, it 
found that historical revolutions were preceded by a rise and abrupt fall in 
GNP (Tanter and Midlarsky 1967). Given non-reductive individualism, 
 GNP  and  revolution  are social-level properties that are ontologically distinct 
from individual-level properties. Revolutions supervene on the actions of 
individuals. Th is means that, somehow, the change in GNP must cause 
individuals to act in revolutionary ways. Non-reductive individualism is thus 
arguably committed to so-called “downward causation”: changes in social-
level properties cause changes in individual behavior. 

 Downward causation has struck many philosophers as a bit strange. How 
can a fact about the whole country—a change in GNP—cause  me  to go 
out and join a street protest? Suppose Fred knows nothing about economics 
and has never heard of “GNP.” In that case, a change in GNP won’t fi gure 
as a reason for him. Th e causation must somehow work without Fred’s 
awareness. It’s downright spooky. It seems more plausible to say that Fred 
can’t aff ord gasoline for his car anymore, and this is his motivation to join 
the protest. What causes  Fred  to take to the streets is the gap between  his  
expectations and economic situation, and the same is true of each of his 
fellow revolutionaries. So, all of the causation happens at the individual 
level. If this argument is correct, supervenient properties like GNP and 
revolutions do not pick out causally eff ective properties. And if they are 
causally impotent, the individualist concludes, it is meaningless to say that 
they “exist.” 

 One way to respond to the problem of downward causation is to provide 
an account of how social-level properties could cause changes in individu-
als. Th ere is a hint of an answer in the quotation from Durkheim that 
opened this section. Durkheim mentions a “pressure” exerted by social 
facts on individuals. Chances are, you feel guilty after driving through a 
stop sign on a deserted street late at night. Durkheim would say that you 
are experiencing the eff ect of a social fact (the law) on you. Th is is not 
particularly mysterious. You have noticed many patterns of behavior around 
you. For instance, you have noticed that police offi  cers often patrol the 
streets after dark. You have experienced their rebuke before, and don’t want 
to be stopped again. When you learned to drive, you learned about the 
traffi  c laws. And because you had a good upbringing, you learned to feel 
guilty when breaking the law. Your ordinary capacities for perception, 
memory, and learning give you information about social properties. Daniel 
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Little has developed this idea into a position he calls “methodological 
localism”: 

 Th ere is no action at a distance in social life; instead, individuals have 
the values that they have, the styles of reasoning, the funds of factual 
and causal beliefs, etc., as a result of the structured experiences of devel-
opment they have undergone as children and adults. On this perspective, 
large social facts and structures do indeed exist; but their causal proper-
ties are entirely defi ned by the current states of psychology, norm, and 
action of the individuals who currently exist. 

 (Little 2007, 347) 

 For a methodological localist, social properties form both the framework for 
individual decisions and the character of the agents. Individuals learn to 
perceive the social properties of their environment, including norms, social 
roles, institutions, and so on. Th ey respond to these features of their envi-
ronment, and through their action, new social properties emerge. 

 Little’s methodological localism denies that there are causal relationships 
between social-level properties. All of the causes occur at the individual level, 
and this ontological view has important consequences for explanation in the 
sciences. Two features of Little’s view are worth highlighting before we move 
to a discussion of explanatory reduction. First, Little’s view focuses attention 
on the important “structure and agency” problem in the social sciences. 
Social structures shape agents by informing their beliefs, values, and percep-
tions. Th ey also constitute the environment for action—the institutions, 
roles, rules, and regularities to which agents must respond. At the same time, 
all social properties supervene on action. Th is means that the very same 
social properties that shape agents and action are themselves shaped by 
individual action. Structures and agents create each other, so to speak, and 
an important project for social scientists is to determine how this interaction 
works in local contexts. Second, Little’s view suggests that mechanistic 
explanation is particularly important for the social sciences, and it is to ques-
tions of explanation that we now turn. 

 6.3 Agents and Social Explanations 

 Methodological Individualism 

 Students of the social sciences are likely to come across questions about 
reductionism under the heading of “methodological individualism.” Roughly, 
it is the claim that social phenomena should be explained as the outcome 
of individual choices and actions. Th e earliest use of the phrase “method-
ological individualism” was in the work of Sir Karl Popper and Friedrich 
Hayek, who wrote on this topic in the mid-twentieth century. Th eir positions 
in the philosophy of the social sciences were partly infl uenced by political 
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concerns. Many nineteenth- and early-twentieth-century social theorists held 
that there were laws of social development that worked independently of 
individual actors. Holistic explanations sometimes justifi ed restricting the 
scope of individual freedom in the name of group goods. In a time when 
communism and fascism seemed aligned against democracy, one can under-
stand why Popper and Hayek would worry about the political implications 
of the social sciences. Th eir arguments for methodological individualism 
were thus part of a larger critique of political systems that privileged the 
community over the individual. 

 Popper and Hayek recognized that explanations suggest how to control 
the phenomenon explained. We seek explanations of crime and poverty, for 
example, because we want to prevent them; we seek explanations of peace 
and prosperity because we want to promote them. Social-level explanations 
suggest social-level interventions. Explanations in terms of the agent’s choices 
suggest interventions that change individual incentives. If the J-curve theory 
of revolutions, for example, is accepted, then the natural way to prevent 
political upheaval is to keep citizens satisfi ed. According to Goldstone’s 
theory, by contrast, a politician who wants to prevent revolutions should 
work with churches and trade unions (etc.) to be sure that their goals are 
being met. However, it would be a dramatic over-simplifi cation to align 
holistic and individualistic explanations with the political left and right 
respectively. It would also be a mistake to think that the arguments for 
methodological individualism are primarily political. 

 To help sort out the political and epistemological issues, consider the so-
called “broken windows theory.” Its main idea can be succinctly stated: 
“Failing to address disorderly conditions in certain areas has been hypoth-
esized to spark a wave of serious crime within those needy neighborhoods 
or communities” (Gau and Pratt 2010, 758). Th e theory postulates that 
orderliness in a community communicates a message of control. Tidy streets 
and well-behaved citizens show that social norms are being upheld in the 
community. Th is message deters disorderly behavior, and thereby reinforces 
the norms.   Figure 6.2   shows how one commentator diagrams the theory 
(Harcourt 1998, 308). Notice that the causal relationships are all among 
macro- or social-level properties. 

 Now, consider how you might use this theory if you were a police chief 
or mayor. You might spend resources cleaning up litter and fi xing windows, 
but these measures will be ineff ective unless people also stop tossing litter 
and breaking windows. To change orderliness of the community, you need 
to change behavior. Th is point is one of the primary premises in an argu-
ment for methodological individualism: only  agents  have causal powers. 
Broken windows don’t steal purses. Any causal relationship that might exist 
between crime and orderliness is produced through individual actions. It 
will not suffi  ce, therefore, to explain changes in the crime rate by appeal to 
rates of broken windows. Th e explanation must show how changes in indi-
vidual belief, attitude, and action brought about the larger-scale changes. 
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Th is argument for methodological individualism is relatively independent 
of political value and motivation. Indeed, it is interesting to note that the 
political criticism of the broken windows theory attacked  both  the social-level 
and the individual-level explanations. 

 Jon Elster characterized methodological individualism in these terms: 

 In principle, explanations in the social sciences should refer only to 
individuals and their actions. In practice, social scientists often refer to 
supraindividual entities such as families, fi rms, or nations, either as a 
 harmless shorthand  or as a  second-best approach  forced upon them by lack 
of data or of fi ne-grained theories. 

 (Elster 2007, 13) 

 Elster is proposing a strong criterion for social scientifi c explanation. Since 
there are many diff erent proposals for “methodological individualism,” it is 
handy to have a name for this one. We will call positions like the one Elster 
suggests “strong methodological individualism,” and defi ne it this way: 

  Strong methodological individualism:  Finished or rock bottom expla-
nations in the social sciences must always refer only to individuals, their 
actions, and properties. 

 In the broken windows theory, there is a mix of harmless shorthand, and 
second-best description. “Orderliness” may be construed as a compact way 
of describing a range of petty crimes and minor social issues. Th is is the 
sort of thing that Elster might call harmless shorthand. “Social meaning” 
and “norms” are more complicated. Exactly what are the processes by which 
individuals recognize disruptions of order, and how do these change their 

  Figure 6.2  Broken Windows Th eory 
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attitudes? How do social norms infl uence behavior? We do not have detailed 
theories about these processes. Understanding normativity from either a 
social scientifi c or philosophical perspective is particularly diffi  cult (and we 
will devote  Chapter 7  to the problem). In these cases, the explanation needs 
to appeal to social-level terms. But since the causal relationship is carried 
by agency, we must treat these social-level terms as placeholders for indi-
vidualistic analyses. We have not fi nished the job—reaching “rock bottom” 
explanations—until we can explain the broken windows correlation in terms 
of individual action and motivation. 

 All forms of methodological individualism stand opposed to holism. Since 
we are concerned here with explanation, the opponent of methodological 
individualism is: 

  Explanatory holism:  Explanations in the social sciences need make no 
reference to individuals; they may appeal only to social-level entities or 
properties. 

 An explanatory holist would allow orderliness or social norms to explain low 
crime rates. Drawing on the argument for multiple realization, discussed in 
Section 6.2, the explanatory holist can argue that strong methodological 
individualism demands the impossible. Th e argument begins by granting the 
individualists’ assertion that the causal powers of social-level entities are carried 
by the agents, just as the causal power of a clock to chime “cuckoo” is carried 
by its particular mechanism. A social-level predicate like “orderliness” will be 
instantiated in each neighborhood by a diff erent set of activities. In one 
neighborhood public drunkenness may be the problem, in another it might 
be dog owners who don’t clean up after their dogs. Some neighborhoods may 
have explicitly codifi ed rules or laws; others may rely on informal norms. 
Multiple realizability means that each individual-level explanation would have 
to be diff erent. Abiding by the strong individualist requirements on explana-
tion would therefore lose the generality of the original broken windows theory. 
Th e explanatory holist thus has a response to the earlier argument for Meth-
odological Individualism. Individualists contend that interventions must target 
individuals, since only they have causal powers. Th e explanatory holist can 
reply that without the generalizing power of terms like “orderliness,” we would 
not know which set of individual actions to intervene upon. Th erefore, our 
capacity to implement social policy depends on a holistic approach. 

 Microfoundations and Moderate Explanatory Individualism 

 Both the strong individualist and the explanatory holist have important 
points on their side. Th e multiple realizability of social-level terms seems to 
block the usefulness, or perhaps even the possibility, of explanations that 
refer only to individuals. At the same time, it seems right to agree with 
Little that there is “no action at a distance” in the social world. Causal 
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relationships among social-level phenomena are mediated by individual 
actions. Th ese two insights can be brought together. In  Foundations of Social 
Th eory,  the sociologist James Coleman expressed a compromise view: 

 No assumption is made that the explanation of systematic behavior 
consists of nothing more than the individual actions and orientations, 
taken in aggregate. Th e interaction among individuals is seen to result 
in emergent phenomena at the system level, that is, phenomena that 
were neither intended nor predicted by the individuals. Furthermore, 
there is no implication that for a given purpose an explanation must be 
taken all the way to the individual level to be satisfactory . . . Th is 
criterion will ordinarily require an explanation that goes below the level 
of the system as a whole, but not necessarily one grounded in individual 
actions and orientations. 

 (Coleman 1990, 5) 

 Th is clearly stands opposed to explanatory holism, since holism would say 
that reference to individuals is not necessary at all .  And it makes weaker 
demands than strong explanatory individualism. A full explanation requires 
some reference to these processes, but the failure to explain away supra-
individual phenomena does not always invalidate social scientifi c explanation. 
Following Harold Kincaid (1986, 493), we may defi ne the middle position 
as follows: 

  Moderate methodological individualism:  Explanations in the social 
sciences must make some reference to individuals. 

 To see what this might mean, consider again Goldstone’s explanation of 
revolutions. As you’ll recall, his explanation invoked rational choice theory 
at two levels. Individual agents chose to join local organizations, such as 
schools, churches, and trade unions. Once individuals are part of these 
institutions, the norms, rules, and social sanctions of those organizations 
set payoff s that made it rational for the individuals to continue to partici-
pate, and to not defect. Th e institutions then chose to participate or not 
participate in revolutionary activities, depending on the risks and benefi ts 
for the group. Th is sort of use of rational choice theory does not make 
reference to the particular psychological states of the actors. Rather, it 
characterizes the payoff s for typical individuals and institutions. Goldstone’s 
explanation is an example of a structural use of rational choice theory. Th e 
typical situations of actors and groups are not just “harmless shorthand,” 
nor are they adopted because he lacks the data to fi ll in the detail. Gold-
stone needs middle-level agents because appealing to individual rational 
choices alone leads to the problem of free riders. Goldstone’s explanation 
thus seems to be a case where a social scientifi c explanation makes reference 
to institutions without being either shorthand or a second-best explanation. 



134 Reductionism

At the same time, agent choices and actions are shouldering most of the 
explanatory load. 

 One program for implementing a moderate form of methodological indi-
vidualism is what Daniel Little calls the “microfoundations” program (Little 
1998, 2007). It follows the idea, expressed in the quote from Coleman, 
above, that an explanation should go “below the level of the system as a 
whole.” A good explanation exposes the mechanism that stands behind a 
larger phenomenon. Th is sort of mechanistic explanatory structure is often 
presented in a diagram similar to   Figure 6.3  . “Macro 1” is the description 
of the environment that the agent apprehends. In the broken windows 
theory, for example, this will be patterns in the environment: whether or 
not there is litter or broken windows, how other agents generally respond 
to such misdemeanors, etc. Agents recognize this situation, and they form 
intentions based on their past experiences and knowledge (Micro 1). Th ese 
intentions result in actions (Micro 2). Th e aggregate of the individual actions 
is the rate of crime at a later time (Macro 2). Microfoundational research 
often draws on the resources of rational choice theory to explain the transi-
tion between micro-level states, but it is not limited to those austere resources. 
Micro-explanations may draw on theories of emotion or communication to 
explain how individuals interact. And again, the microfoundational program 
typically treats rational choice theory as structural, and therefore it sees no 
need to replace descriptions of typical situations and responses with actual 
(or psychologically realistic) perceptions and choices. 

   Notice that Goldstone’s explanation implements the schema of   Figure 6.3   
twice. First, it treats trade unions and other institutions as crucial decision 
makers in the revolution. Th en it looks at how individuals bind themselves 
together into institutions like trade unions in the fi rst place. Little argues 
that this is exactly what we should expect from mechanistic explanations in 
the social sciences. Th e simple distinction between “the social level” and 
“the individual level” was questioned in Section 6.2. Th e Russian Revolution 
involved social entities, institutions, and agents at a variety of scales. Some 
of these nest in the way that Goldstone’s explanation portrays; others may 

  Figure 6.3  Microfoundations 
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be related in more complicated ways. Little draws a further conclusion from 
the multiple realizability of macro-level properties and events (Little 2009). 
An institution like a church or trade union may require diff erent micro-level 
explanations at diff erent places and times. A trade union might have slightly 
diff erent institutional norms in diff erent cities, perhaps, and these could 
aff ect the costs and benefi ts of membership. Th e microfoundations program 
thus emphasizes the heterogeneous character of the social world and of the 
explanations needed to account for it. 

 Agency and Mechanistic Explanation 

 In the discussion of the microfoundations program, we invoked the idea of 
mechanism and mechanistic explanation. While it grew in prominence dur-
ing the last decade or two of the twentieth century, mechanistic explanation 
in the social sciences is not entirely new. Micro-economic modeling is a 
longstanding research program, and rational choice theory has supported 
mechanistic explanations in political science. Th e changes have been more 
striking in sociology and anthropology. Th e program of “analytic sociology” 
has tried to turn sociologists’ attention away from correlational research and 
toward models that explain the internal dynamics of social phenomena. In 
anthropology, cognitive psychology has provided new resources for under-
standing both human evolution and contemporary cultural phenomena (we 
saw examples in Section 4.3 and will see more in Section 6.4). 

 For physical objects, we have a relatively clear conception of what a 
“mechanism” amounts to. If I take the back off  an old cuckoo clock, I can 
see the mechanism. It is the “entities and activities organized such that they 
are productive of regular changes from start or set-up to fi nish” (Machamer, 
Darden, and Craver 2000, 3). When the clock strikes the hour, the internal 
mechanism of cogs and wheels makes the cuckoo pop out. We can extend 
our artifactual image of mechanism into the natural world, understanding, 
say, the replication of DNA as  unzipping  the double helix molecule into two 
strands, each of which then serves as a  template  for a new molecule. When 
we turn to social phenomena, it is not so obvious how to extend the meta-
phor. What in social life is analogous to the cogs and wheels of the cuckoo 
clock? In particular, must the mechanisms behind social phenomena involve 
choices, beliefs, utilities, and other personal-level properties? Or should they 
be sub-personal cognitive processes? And what about norms, rules, or social 
roles; can they be the elements of social mechanisms? Finding the right level 
for mechanistic explanations has obvious implications for our understanding 
of reductionism, and more broadly for the metaphysics of the social world. 
Some of these issues will occupy us in  Chapters 7  and  8 . Here we will focus 
on one prominent contender for the rock bottom of micro-level explana-
tions: individual agency. 

 Many social scientists and philosophers have held that in the social world 
only agents have causal powers. Th is premise is shared by both strong and 
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moderate individualists. Th ere are two objections to treating agency as a 
privileged level of social scientifi c analysis. First, there may be some kinds 
of action that cannot be understood as products of individual intentions. 
An individual cannot dance a waltz, win the World Cup, land on the moon, 
or invade Poland. Th ese actions require groups to act in concert, and argu-
ably, the intention to, say, win the World Cup is not an individual intention. 
It is something that  we  intend as a team, not something that  I  intend as an 
individual. We will discuss this interesting dimension of social ontology in 
 Chapter 8 . For now, suffi  ce it to say that if the explanation of joint action 
requires joint or collective intentions, then the basic elements of mechanistic 
explanation should include social groups as units of analysis. 

 Th e second objection is somewhat more profound, since it threatens to 
dissolve the very conception of an agent. We have seen a number of expla-
nations and theoretical programs in the social sciences which open the black 
box of agency. In Section 4.3 we discussed the use of cognitive mechanisms 
to understand cultural phenomena, such as Atran’s explanation of why belief 
in supernatural beings is so widespread and Tooby and Cosmides’s account 
of the Wason Selection Task. Social scientists like these have challenged our 
ordinary conceptualization of belief, desire, reasoning, and intentionality. 
Th ey propose a variety of mechanisms to explain both individual action and 
social events in terms of  sub-personal  cognitive processes. With these expla-
nations in the background, one might argue that agents themselves are the 
products of underlying causal mechanisms. Th ey get their powers of thought 
and action from more fundamental processes. Th is means that we must look 
to the cognitive sciences for our micro-level processes. Th e result of this 
argument is a somewhat unsettling picture: Mechanistic explanation in the 
social sciences should directly link social macro phenomena with sub-personal 
micro phenomena. Th e realm of agency, along with the folk-psychological 
language of belief, desire, and intention, is bypassed entirely. What were three 
levels, the social, personal, and sub-personal, become two, the social and 
the sub-personal. 

 Th is objection forces the proponent of the agency argument to defend 
the leading premise of the argument: Only agents have causal powers. Why 
should we think that there is something theoretically privileged about agents? 
In the philosophy of social science, this premise is often taken for granted. 
As discussed above, part of the original motivation for methodological 
individualism was political. From a political perspective, individuals are the 
seat of rights and responsibilities and thereby have a special status. But even 
if individual liberty is a fundamental political good, it does not follow that 
social scientifi c models must be restricted to personal-level variables. Alter-
natively, the proponent of mechanistic explanation might look to the inter-
pretivist for help. If we bypass the level of agency by modeling social 
phenomena with sub-personal processes alone, we seem to eliminate any 
role for cultural meaning, value, and intentionality in the social sciences. 
Such an alliance between mechanistic explanation and thick description is 
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certainly possible. In Section 4.3 we discussed Lawson and McCauley’s 
“interactionism” as a philosophical way of bringing together interpretive and 
explanatory programs. Th is would allow us to embrace the sub-personal 
level, and integrate mechanistic explanations across the spectrum of sub-
personal-, personal-, and social-level properties. Th is last gambit, it should 
be recognized, has the eff ect of giving up on a special status for agency. No 
longer can one say that only agents have causal powers. Either causal powers 
are found across the spectrum, or we must hold that all causal powers reside 
at even lower levels of organization. We will pursue this issue further in 
 Chapter 9 . 

 6.4 Evolutionary Explanations 

 So far, our discussion of reductionism has focused on the relationship between 
the social sciences and psychology. What about biology? Humans are bio-
logical creatures, so one might expect that biological modes of explanation 
would apply to humans in the same way that they apply to other creatures. 
Th e distinctive mode of biological explanation, of course, is evolution. Th e 
social sciences have had a long and complicated relationship with evolution-
ary explanation. Nineteenth-century social science was strongly evolutionary. 
Th e central questions were about how societies developed from one form 
to another. For a number of reasons, evolutionary explanations fell from 
favor early in the twentieth century, replaced by synchronic studies of dif-
ferent cultures and social structures. During the same period, evolutionary 
explanation underwent a revolution in which genetics became part of the 
evolutionary toolkit. Today, evolutionary explanations are not limited to 
studies of human prehistory; they are found in a wide range of social sci-
entifi c inquiries. 

 A number of philosophers and social scientists have argued that explana-
tion in terms of natural selection unifi es biology and the social sciences in 
a deep way. Alexander Rosenberg presented a powerful form of the reduc-
tionist argument from natural selection in his provocative essay “Lessons 
from Biology for Philosophy of the Human Sciences” (Rosenberg 2005). 
Both social and biological properties, Rosenberg points out, are functional. 
To describe something functionally is to characterize it in terms of its pur-
pose. To say that a part of an organism is its ear, for example, is to say that 
the organ is for hearing. What it is supposed to do—its purpose—is to 
provide auditory information. Similarly, social roles (police offi  cer, teacher) 
and institutions (bank, church) are functional characterizations. Th ey describe 
social entities in terms of what they are supposed to do. Natural selection, 
Rosenberg argued, is the “only game in town” for explaining functional 
types. It is only through natural selection that we can explain why something 
with a particular function arises, persists, and has its distinctive characteristics. 
Th erefore, explanations in both biology and the social sciences must be based 
on natural selection. 
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 Rosenberg contends that the resulting unifi cation of the social and bio-
logical sciences is a form of reductionism: 

 Reductionism does not mean that the explanatory regularities of social 
science (i.e., the principles of natural selection) be derivable from those 
of physical science. Th at is perhaps a project for biologists or philoso-
phers of biology. Nor does reductionism here mean genetic reductionism. 
No one, least of all biologists, supposes that they provide the underlying 
mechanisms for human aff airs or the evidence that can choose between 
narratives about them will always be genetic. Reductionism here is a 
thesis about how to test the links between the particular initial condi-
tions social science sites [sic] to explain and its  explanantia.  Reductionism 
requires us to seek mechanisms, not necessarily genetic mechanisms. For 
each of the real patterns—transitory or persistent—uncovered in the 
human sciences, there must be a set of underlying mechanisms put in 
place by natural selection. 

 (Rosenberg 2005, 19) 

 Rosenberg’s reductionism is analogous to the microfoundations program 
discussed in the previous section. Both assume an ontological stance of 
non-reductive materialism. Every macro-level type is instantiated in a micro-
level token. And the macro and micro levels are relative in the sense that 
what is a micro-level mechanism in one explanation is a macro-level phe-
nomenon to be explained in another. Both also see an explanatory unity 
across levels. For the microfoundations program, explanations appeal to the 
rational choices of typical decision makers. For Rosenberg, the explanatory 
unity comes from natural selection. It not only unifi es explanations of the 
social and individual levels, it encompasses psychology and biology as well. 

 Rosenberg’s argument raises several issues that we will pursue in this section. 
First, what is the character of explanation by natural selection? Rosenberg 
claims in the quotation above that natural selection does not require a genetic 
basis for behavior. In other words, social scientifi c explanations can rely on 
natural selection as a mechanism without assuming that each behavior or 
social form is correlated with a gene. Contemporary philosophers and social 
scientists largely agree on this point, but it is surprising and we will want to 
look at it closely. Second, functions and their explanation has been a long-
standing issue in the philosophy of the social sciences. Why is natural selection 
the only game in town for understanding function? And fi nally, what would 
the social sciences look like if they were treated as biological in this way? 

 Functions in Evolutionary Perspective 

 To say that something has a function or is a functional kind is to describe the 
entity in terms of what it is supposed to do. Th e purpose explains both the 
entity’s presence in a system and its characteristics. For example, Chicago has 



Reductionism 139

a police force in order to keep civil order. Th e institution of a police depart-
ment exists because it has this eff ect on the community. And it has particular 
features because of those eff ects, e.g. police offi  cers conduct regular patrols and 
investigate crimes  so as  to keep civil order. Notice that what a function is sup-
posed to do and what it does in fact do may diverge. Th e function of a police 
department is to keep order, even if it is so corrupt that it fails to do so. 
(Compare: the function of your ears is to hear, even if you cannot do so now.) 
Some early social scientists (such as Durkheim, Kroeber, and Radcliff e-Brown) 
were suffi  ciently impressed with the importance of functional explanation that 
they thought of societies as analogous to organisms. Like organisms, the parts 
of a society work together in order to preserve the whole. Social scientists who 
accepted this analogy were strongly anti-reductionist. 

 A curious feature of functions is that the existence or characteristics of an 
entity are explained in terms of its  eff ects,  rather than its  causes.  Many have 
thought that this made functions both metaphysically and epistemologically 
distinct from ordinary causes. Aristotle distinguished functions as a separate 
sort of causality, calling them “fi nal causes” or  telos  (whence  teleology ) as 
distinct from the “effi  cient causes” described by natural laws. Th e prevalence 
of functions in the social world has therefore been taken as a reason for 
thinking that the social sciences must be distinct from the natural sciences. 
If functions are metaphysically distinct from ordinary, effi  cient causes, and 
if they cannot be reduced to effi  cient causes, then the social sciences do not 
reduce to psychology, biology, or any other natural science. 

 Because of their causal peculiarities, functional explanations have struck 
many philosophers and social scientists as problematic. Th ere are three com-
mon objections to functional explanation. First, since the social entity must 
exist in order to have any eff ects, functional explanations appear to require 
a mysterious backwards causality; the eff ects somehow bring the cause into 
existence. Second, functions are just too easy to fi nd. An institution or social 
practice will have many, many eff ects. For instance, the Chicago police 
department annoys motorists who want to speed. Presumably, this is not its 
function. Why, then, is the function of the police department to restore 
order, rather than to annoy motorists? Th ese fi rst two problems might be 
countered by thinking of social functions as products of evolution over time. 
Some of the eff ects of a trait cause the organism to be more fi t in its envi-
ronment, and so to pass its traits on to the next generation. We will explore 
this idea presently, but it seems to raise a third problem for functional 
explanation. Societies are disanalogous to organisms in at least two crucial 
ways. Th ere are no genes for a society. Th is means that there is nothing to 
carry information from one generation to the next. Moreover, societies are 
not bounded in space and time in the way organisms are. Th ere is nothing 
analogous to a “generation” in a society. When does a society “die”? As we 
saw in Section 3.3, social scientists do not like to think of cultures as having 
neat boundaries. Cultures are fl uid and permeable, and therefore we cannot 
identify earlier and later generations. 
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 Two conceptual developments have helped defenders of functionalism 
answer these challenges. First, some philosophers have tried to defi ne func-
tions so that they fi t within the nexus of effi  cient causality. Second, the 
character of evolutionary explanations has been explored, clarifying the role 
of genes and populations in the explanation of function. Let us consider 
functions fi rst. Harold Kincaid has proposed that functional explanations 
satisfy three criteria (1996, 111). Th e function of a part or property  A  is to 
 B  when: 

 1.  A  causes  B  
 2.  A  persists because it causes  B  
 3.  A  is causally prior to  B  

 To see how this works, consider the example used earlier: Th e function of 
a police department is to maintain civil order. Since police departments 
cause civil order, they satisfy the fi rst condition. Second, the police depart-
ment persists because it preserves civil order. If for some reason police 
departments stopped doing so, it is very likely that municipalities would 
stop funding them. Th e third condition guarantees that there is no backwards 
causation involved. Peace may reign in a community, but that situation does 
not cause a police department to come into existence. 

 Th e distinctive feature of functional analysis is captured by Kincaid’s 
second condition. In a causal chain like the one in   Figure 6.4  , the second 
condition is satisfi ed.  A  continues to exist because it keeps causing  B,  which 
in turn brings about  A  again at a later time. Note that the third condition 
of Kincaid’s analysis is consistent with the causal chain of   Figure 6.4  . In 
that case,  B  causes  A,  but the chain is initiated by  A,  not  B.  Recall that 
something can have a functional explanation, yet not be currently capable 
of exercising its typical eff ects. Th e police department is for maintaining 
order, even if it is in disarray. But if it is in disarray, how can it bring about 
order? To see how Kincaid’s defi nition can accommodate this phenomenon, 
we need to remember the type/token distinction which fi gured earlier in 
this chapter. To explain non-functional police departments in functional 
terms is to explain them as  types.  Th is particular police department (token) 
cannot maintain order, but considered as a social kind (type), maintaining 
order is why police departments persist in communities. Recognizing that 
functional explanations deploy types, it becomes clear that Kincaid’s condi-
tion (2) demands a causal history involving social types. Police departments 
in the past have maintained order, and they exist today because they did so 

  Figure 6.4  Evolutionary Functions 
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in the past. Th ere is, then, a natural relationship between functional expla-
nations and evolutionary explanations. 

   Darwin’s theory of evolution involves three key ideas: (1) variation in a 
population; (2) transmission of traits from one generation to the next; and 
(3) natural selection. Th e fi rst point is fundamental, and was not appreciated 
before Darwin. Traits can be selected for only if there is variation in the 
population. For a trait to evolve, therefore, members of a single species must 
be diff erent from each other. Suppose we want to give an evolutionary 
explanation of why dogs’ ears are sensitive to a particular range of frequen-
cies. If so, there must have been variation in ancestral populations of dogs. 
Imagine, for instance, that some of the dogs could not hear sounds above 
35 kHz while others could. Selection is simply a diff erence in survival among 
the variants. If, for whatever reason, dogs that could hear above 35 kHz 
were more likely to survive and reproduce, the frequency of the distribution 
in the population will change over time. Dog hearing abilities will have 
evolved. Notice two important points about this evolutionary explanation 
(what is usually called “selectionist explanation”). First, selection works like 
a fi lter to change the distribution of a trait in a population over time. Any-
thing that causes diff erential reproduction will serve the purpose. Since 
humans selectively breed animals, the explanation for why Dachshunds have 
short legs involves human choice as the selective fi lter. While we distinguish 
selective breeding as “artifi cial” (as opposed to “natural”) selection, the 
explanatory form is the same. Second, there must be some causal relation-
ship between successive generations which transmits the trait. In biological 
evolution, genes play this role. Nothing in the selectionist form of explana-
tion, however, demands genetics. In the next section, we will explore the 
question of whether evolutionary explanations of cultural phenomena require 
something analogous to genes as the mechanism of transmission. 

 Selectionist explanations thus provide the kind of causal history that 
functional explanations require. When we provide a selectionist explanation 
of some property,  A,  we will need to pick out those eff ects,  B,  which caused 
the diff erential survival of earlier  A s. Clearly, all three of Kincaid’s criteria 
will be satisfi ed:  A  will cause  B, A  will persist because of  B,  and  A  will be 
causally prior to  B.  A successful selectionist explanation, then, will provide 
the material for a functional explanation. And we will be able to explain a 
property functionally even if it now does not produce the relevant eff ects. 
My deaf old hound dog’s ears are for detecting the 40 Hz to 60 kHz range 
because ears in ancestral populations had this eff ect. 

 Th e deep relationship between evolution and function provides resources 
for a defender of functional explanation to reply to the three objections 
mentioned above. Responding to the fi rst two objections is relatively straight-
forward. First, on a contemporary analysis like Kincaid’s, functions are a 
particular arrangement of ordinary, effi  cient causes. Th ey are not an additional 
mysterious kind of causality. Second, Kincaid’s analysis is able to distinguish 
the functions of a trait from its irrelevant eff ects. Th e function of a hound 
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dog’s fl oppy ears is precisely those eff ects that caused diff erential survival 
among ancestral populations. Any other eff ects of fl oppy ears are irrelevant 
to the functional explanation. Th ere are, of course, substantial empirical 
challenges to fi nding out exactly what these eff ects were in real cases. Th at 
is a diff erent problem, and we will return to this issue below. Th e third 
objection concerned the legitimacy of the analogy between biological evolu-
tion and social evolution. To get a grip on it, we need to look more closely 
at some of the ways that selectionist explanations have been used in con-
temporary social science. 

 Selectionist Explanations of Cooperation and 
the Evolution of Norms 

 Cooperation is a fundamental feature of human social life. Human beings are 
unique among animals for the depth and pervasiveness of their cooperative 
tendencies. From an evolutionary perspective, cooperation is diffi  cult to achieve. 
Th e prisoner’s dilemma (Figure 5.5) illustrates the problem. While cooperation 
is more effi  cient, the dominant strategy is to defect. And as we discussed in 
Section 6.1, where cooperation produces a non-exclusive good, free riders get 
the benefi ts without paying any costs. Still, the laboratory confi rms common 
sense: humans have strong propensities to forego the benefi ts of defection and 
cooperate. Norms presumably play an important role in explaining human 
cooperation. But how did early hominids overcome the problem of free-riding 
and institute stable systems of norms, institutions, and practices? Th ese ques-
tions about cooperation are at the center of a lively research program. 

 In our earlier discussion of game theory (Section 5.2), we noted that the 
games under discussion were one-shot games. Th e players are strangers and 
will not meet again. Real life is diff erent. Where a strategic interaction has 
the structure of a prisoner’s dilemma, we are often interacting with people 
with whom we have a history and who we will meet again. What happens 
to strategies when prisoner’s dilemma games are repeated among members 
of a population? When players repeat games, they can use knowledge of 
how the opponent played in previous games to determine what to do in 
the next game. Unlike classical game theory, there is no single strategy that 
is always best for the iterated prisoner’s dilemma. Th e strategy of always 
cooperating is strongly dominated in classical game theory, but it will pay 
off  in an environment where others are also cooperative. But if the environ-
ment contains some who always defect, defection may be a better policy. 

 In an early study of iterated prisoner’s dilemmas, Robert Axelrod created 
a tournament for strategies (Axelrod 1984). He asked theorists to submit 
their strategies, and then he let these strategies play against each other. He 
created a computer model where simulated individuals were randomly paired 
to play an iterated prisoner’s dilemma. A strategy’s representation in the next 
generation depended on how well it scored in the previous rounds of games. 
Strategies that score better are thus more likely to be reproduced in the next 
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generation. One strategy that did very well under these conditions is “Tit 
for Tat.” Th is strategy begins by cooperating, and then imitates the other 
player’s move on every other iteration. Of course, whether the proportion 
of Tit for Tat players grows depends on the characteristics of the environ-
ment. A strategy of Always Defect will do slightly better than Tit for Tat 
(since it reaps the advantage of defecting on the fi rst round). But when 
Always Defect meets another defector, both do worse than when a pair of 
Tit for Tat individuals meet. Provided that there are not too many Always 
Defect players in the population, Tit for Tat will drive out Always Defect. 

 Evolutionary game theory studies populations of strategies that reproduce 
according to the payoff s they gain from playing strategic games against each 
other. Axelrod’s tournaments for the prisoner’s dilemma show how evolution-
ary game theory is importantly diff erent from classical game theory. First, 
players need not be rational agents. Th e theorist does not need to postulate 
that the individuals are maximizing their utilities, have beliefs, or make 
decisions. Th e individuals simply adopt one strategy or another. Notice also 
that  strategies  survive into the next generation. One can, therefore, think of 
evolutionary game theory as modeling humans who try out diff erent strate-
gies over the course of their lives, keeping those that work and discarding 
others. So interpreted, the population is not a group of organisms, but the 
number of people at a given time who are using the strategy. Second, when 
a game with a Nash equilibrium is modeled in evolutionary game theory, 
it is possible for the population to end up playing a strategy that would be 
dominated in classical game theory. A modifi cation of the Nash equilibrium 
concept that is sometimes used in evolutionary game theory is the “evolu-
tionarily stable strategy.” A strategy is evolutionarily stable if it is diffi  cult 
for it to be replaced by a small invasion of a diff erent strategy. 

 Evolutionary game theory shows that under some conditions, cooperation 
between pairs of individuals can become evolutionarily stable. Tit for Tat 
works against alternative strategies because it “punishes” defection by defect-
ing in return and “rewards” cooperation by continued cooperation. Many 
cooperative problems, however, involve more than two people. Th ese too 
can have the structure of a prisoner’s dilemma. We saw this sort of problem 
in the discussion of revolutions (Section 6.1). If all cooperate in the revolu-
tion, all are better off ; if everyone defects, the unpleasant status quo remains. 
Mixes of cooperation and defection either result in a failed revolution (with 
the revolutionaries punished for their trouble) or free riders. Common sense 
dictates punishing defectors. But punishment is not normally free. Punishers 
may face retaliation, or simply lose an opportunity to do something else. 
Th is results in a new strategic game with the form of a prisoner’s dilemma 
again: cooperate with the punishment regime and everyone is better off , or 
free ride and let other punishers bear the cost. From this perspective, it is hard 
to see how systems of norms and social institutions could ever evolve. 

 One clue to unraveling this puzzle is found in the transmission of strate-
gies from generation to generation. In the models we have discussed so far, 
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a strategy is copied if it is relatively more successful than its competitors. Th is 
is called “payoff -based transmission.” Consider a game where defectors can be 
punished at some cost to the punisher. Free riders who cooperate but do not 
punish defection will have higher payoff s than cooperators who punish. If 
payoff -based transmission is the only selection mechanism, then the non-
punishing strategy will dominate. But humans do not imitate only successful 
individuals; we also have strong conformist tendencies. In conformist transmis-
sion, the most common strategies in a population are copied. Th ese two 
mechanisms of transmission for strategies—imitation and conformism—push 
in opposite directions. Conformist transmission is conservative, tending to 
hold onto strategies that are relatively less successful while pay-off  based trans-
mission reproduces relatively more successful strategies. Joseph Henrich and 
Robert Boyd created a model where selection was determined both by imita-
tion of successful strategies and by conformism (Henrich and Boyd 2001). It 
turns out that very small preferences for conformity make costly punishment 
of defectors an evolutionarily stable strategy. Hence, with the right mechanisms 
of transmission for strategies, cooperation can become evolutionarily stable. 

 Models like Henrich and Boyd’s show that selection processes operating 
on strategies can create groups of individuals who cooperate and punish 
defectors. But what are they cooperating  about?  Human cooperation often 
involves activities that benefi t the group, such as collective hunting or child 
rearing. As has already been remarked, however, the equilibria possible in 
evolutionary game theory need not have the highest payoff s. As Robert Boyd 
and Peter Richerson put the point: 

 If everybody agrees that individuals must do  X,  and punish those who 
do not do  X,  then  X  will be evolutionarily stable as long as the costs of 
being punished exceed the costs of doing  X.  It is irrelevant whether  X  
benefi ts the group or is socially destructive. It will pay to do  X.  

 (Boyd and Richerson 2009, 3283) 

 So, why do benefi cial norms and practices evolve? Notice that, without 
this piece of the puzzle, we will not have successfully articulated a selectionist 
account of the function of social practices. So far, the cooperation has no 
social function. Th e suggestion championed by Boyd, Richerson, and Henrich 
is that once diff erent groups stabilize their norms and practices, selection 
among groups drives out less benefi cial practices. In other words, there must 
be cultural evolution as well as genetic evolution. 

 As articulated by Richerson and Boyd, among other theorists, the co-
evolution of genes and culture explains why functional norms, practices, 
and institutions arise. Th e higher primates are very clever animals, as are 
some non-primate families, such as corvids and dolphins. Th e capacity for 
social learning distinguished early hominids. We learn by imitating both 
common behaviors and successful behaviors. Th ese learning capacities per-
mitted early hominids to adapt to the rapidly changing environment of the 
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Pleistocene. Rather than have to solve a problem from scratch, early hominids 
could imitate successful solutions that were already present in their group. 
And, as we have seen, these forms of imitation are enough to stabilize norms 
and practices in a group. Th is makes cultural evolution possible. Human 
groups compete for scarce resources, and the groups may have diff erent 
solutions to the same problems of fi nding food, mates, shelter, and so on. 
Selection acts on the norms and practices that have been stabilized. In a 
given environment (which is both natural and social), some cultural variants 
are more likely to be transmitted than others. Th is permits us to say that a 
particular cultural variant has been selected because it is benefi cial in a 
particular environment. We have arrived at a selectionist account of social 
functions. 

 On a co-evolutionary theory, both genes and culture evolve. Th is should 
not be understood to be saying that fully modern humans evolved and then 
culture took over. Rather, early manifestations of culture—in the form of 
socially learned ways of solving problems—constituted a new environment 
for early humans. Where non-conformity began to be punished, it became 
another force of selection. Richerson and Boyd thus propose a feedback 
between the evolution of culture and the evolution of pro-social attitudes 
and social cognition. As human groups that were more cooperative succeeded 
against groups that were less cooperative, psychological capacities and dis-
positions for cooperation became fi tness-enhancing traits of individual 
humans. Th is raises the interesting question of what these cooperation-
supporting capacities and dispositions might be. In Section 8.2, we will 
return to this topic when we discuss Michael Tomasello’s comparative research 
on human infants and chimpanzees. 

 Consequences of Selectionism for the Social Sciences 

 Th e co-evolutionary story of Richerson and Boyd is not the only selectionist 
account of social function available today, but it nicely illustrates several of the 
common features of contemporary evolutionary thinking in the social sciences. 
To begin our philosophical assessment, let us return to an objection against 
evolutionary and functionalist explanation in the social sciences which was left 
hanging above: that they depend on an illegitimate analogy between organisms 
and societies. Th ere are two apparent disanalogies. First, that evolution requires 
analogs of a gene and these are not present in societies, and second that societies 
are not bounded in time and space the way organisms are. 

 With respect to the fi rst disanalogy, notice that in evolutionary game 
theory, strategies are transmitted, not genes. In Boyd and Richerson’s theory 
of cultural evolution, the activities that have the payoff s are imitated and 
transmitted. Dan Sperber has argued forcefully that these evolutionary units 
do not need to behave like genes (Sperber 1996). Indeed, replication is the 
exception when it comes to cultural features like rules for behavior, beliefs, 
recipes, or practices. What exists in a population is a variety of similar 
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variants on an idea, not the very same idea. For example, when an apprentice 
learns to process acorns into fl our, the teacher and student may have diff erent 
mental representations of how the process is “supposed to be done.” And 
their activities may diff er in many details. As long as the variants have the 
same sort of payoff s, the variation does not matter to the selection process. 
If any of the variants in my social group is substantially better than the 
process I have been using, I may adopt their practice too, adding my own 
idiosyncrasies along the way. Contemporary proponents of selectionist expla-
nations thus do not seek social analogues of genes. Practices, norms, beliefs, 
and other cultural features must be similar, but do not need to exhibit the 
sort of deeper identity found in genetics. 

 Th e second disanalogy between organisms and societies is that biological 
organisms have clear spatial boundaries (phenotypes) and temporal limits. 
Organisms are born from specifi c parents, they live to reproduce (or not), 
and they die. Th ese features are crucial to evolutionary explanation in biol-
ogy. Selection acts on phenotypes through the lack of reproductive success 
among maladapted creatures. Cultures, by contrast, do not have clear spatial 
boundaries, and the complete extinction of a culture is a relatively rare event. 
In responding to this objection, it is important again to point out that 
strategies, ideas, and behaviors are being selected, not whole cultures. Indi-
viduals may learn and simultaneously use many variants of an idea. It is 
entirely possible for individuals to deploy diff erent values, ideas, or practices 
in diff erent situations. (Again, there is no insistence that humans be instru-
mentally rational or logically consistent.) Indeed, Boyd and Richerson argue 
that the permeability of group boundaries through migration and assimilation 
have been important forces in spreading group-benefi cial practices (Boyd 
and Richerson 2009). Contemporary accounts of social evolution thus do 
not seem bound to a view of cultures as organismic. 

 Th e disanalogies between societies and organisms illustrate one of the ways 
in which selectionist explanation may be said to be reductionist. Functions 
have been thought to involve metaphysical features that put them outside 
of the ordinary causal realm. Evolutionary accounts permit us to fi t func-
tions into systems of ordinary causes. While every functional type is multiply 
realizable in a variety of social, psychological, or physiological tokens, there 
is nothing more to social function than is provided by groups of individuals. 
Ontological holists may remain suspicious of this reduction. One of the 
sources of dissatisfaction concerns the treatment of normativity within evo-
lutionary accounts. Functions say what a practice or institution ought to 
do, and evolutionary accounts turn this “ought” into an historical “is.” In 
the next chapter, we will explore the questions about how norms, rules, and 
values are related to descriptions of social practice. 

 Evolutionary explanations in the social sciences are also reductionist in 
an epistemic sense. Richerson and Boyd make the bold claim that “nothing 
about culture makes sense except in the light of evolution” (Richerson and 
Boyd 2005, 237). Like Rosenberg, Richerson and Boyd are claiming that 
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selectionist explanations unify the social sciences in the same way they unify 
biology. An evolutionary framework puts the diff erent projects of the social 
sciences into a single system. Th is point is well illustrated by Rosenberg’s 
surprising argument that a thoroughgoing evolutionary approach is consistent 
with interpretivism. Interpretive methods will remain our best way to discover 
the patterns of beliefs, rules, practices, and institutional arrangements. And 
something like thick description will be necessary to articulate the patterns. 
What changes is how we understand what interpretive explanations are 
doing. In an evolutionary framework, patterns of culture are strategies that 
solve design problems. Th e cultural forms were selected in an evolutionary 
process. To understand why, we need to know what sort of advantages they 
provided over alternatives in the environment. Interpretation thus fi ts within 
a larger explanatory enterprise. 

 6.5 Chapter Summary   

 Th is chapter has been concerned with the core arguments about reduction-
ism in the social sciences. To sort them out, we distinguished between theo-
retical, ontological, and explanatory issues. Section 6.2 focused on the 
theoretical and ontological questions. As these arguments have developed 
over the last several decades, the concepts of multiple realizability and 
supervenience have taken on a crucial role. Multiple realizability blocks a 
simple defi nition of social-level theoretical terms by individual-level terms. 
As a result, it is unlikely that Mill’s vision of a deductive relationship among 
theories can be realized. Indeed, this is another reason why the empiricist 
view of theory has lost its popularity among philosophers. Th is failure has 
turned attention to the ontological question of whether social entities or 
properties  exist  over and above individual people and their properties. 

 Contemporary debates about the ontological questions of reductionism 
focus on the notion of supervenience. Supervenience is a dependence rela-
tionship: there is no change at the social level without a change at the 
individual level. Anti-reductionists contend that this is a real diff erence and 
that social properties are distinct from individual properties. However, since 
this is a claim about  properties,  not  entities,  it makes a non-reductive indi-
vidualist position possible. Non-reductive individualism holds that there are 
no social objects, only individual agents. So, fi re departments do not exist; 
only fi refi ghters. At the same time, the property of being a fi re department 
is not a property any individual can have (except, I suppose, in a  very  small 
town). Th e individualist challenge to the non-reductive individualist is: How 
can such supervenient properties be causally eff ective? Little’s methodological 
localism solves the problem by keeping all the causal relationships at the 
individual level. 

 Reductionism about explanation is a prominent part of the methodological 
individualism debate in the social sciences. Th is debate is about whether 
social scientifi c explanations must  always, sometimes, or need never  mention 
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individual agents, their properties, and their actions. Recent decades have 
seen a movement toward mechanistic explanations in the social sciences, 
explaining social phenomena in terms of how individuals respond to their 
social environment. Th e explanatory focus is thus on the relationship between 
the macro and micro levels. One commitment of moderate explanatory 
individualism, however, is that the level of agency is privileged. At the end 
of Section 6.3 we saw some arguments for further reducing agency to the 
sub-personal level of cognitive psychology or neuroscience. It ended with 
the rather unsettling suggestion that agents are nothing more than an inter-
face between social-level properties and sub-personal level processes. 

 In the fi nal section of this chapter, we turned to evolutionary explana-
tions in the social sciences. Social explanations have often appealed to the 
function of an institution, norm, or practice. Th e most widely accepted 
gambit for understanding functions and functional explanations deploys a 
causal-historical account of function. Something has a function because it 
has a particular evolutionary history. Looking at the details of how selec-
tionist explanations are used to explain the evolution of human cooperation, 
we saw that these explanations were reductionist in the sense that they 
appealed only to the interactions of individuals. Yet, they also invoked 
“strategies,” which are not the property of any individual. One of the 
important philosophical debates in this area remains whether there needs 
to be some thing  passed among individuals in order to explain cultural 
evolution. If so, then an anti-reductionist element lurks at the heart of 
evolutionary explanations. 

 Th is chapter will not exhaust our discussion of reductionism. It will recur 
throughout the remaining chapters. Th e next two chapters consider issues 
that constitute challenges for a reductionist program. Th e apparent irreduc-
ibility of “ought” to “is” means that social norms, rules, customs, and other 
forms of normativity will be a particularly diffi  cult challenge for any reduc-
tionist program. Normativity will be the topic of  Chapter 7 . Actions that a 
single person cannot intend to do, such as playing football, also constitute 
an apparent counter-example to reductionist claims.  Chapter 8  will examine 
whether phenomena of collective action require a diff erent sort of analysis 
than individual action. 

 Th e search for causes and causal explanations is another aspect of social 
science that bears on the question of reductionism. Proponents of “analyti-
cal sociology” and similar programs have argued that to understand social 
phenomena, we must be able to explain  how  they work, and this requires 
exhibiting the mechanisms. Causal explanations provide another  prima 
facie  case for reductionism. On the other hand, one might argue that some 
causal relationships operate at the social level. Moreover, mechanisms might 
be explanatory only if we presuppose a fi xed environment or context, and 
in the social sciences the environment will be other social-level phenomena. 
 Chapters 9  and  10  will explore these aspects of the reductionism 
question. 
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 Discussion Questions 

 1. A revolutionary and a government offi  cial will both be interested 
in the question of why revolutions begin. Does reductionism 
matter to a policy maker who wants to intervene in social systems? 
What is the relationship (if any) between the political stance of 
the investigator and their position on reductionism? 

 2. Consider Goldstone’s rational choice explanation of revolutions. 
Does this example support an individualist perspective on reduc-
tionism? What are the defi nitional, semantic, or explanatory chal-
lenges to an individualistic reduction of revolutions? Can they be 
met within the confi nes of a rational choice approach? 

 3. Th e broken windows theory uses social-level predicates in its 
explanations. Using this example or another with which you are 
familiar, address the following questions. Do the social-level predi-
cates depend on individual action? How? Does the microfounda-
tions account do an adequate job of analyzing the relationship 
between the individual and social levels in this case? Or is there 
something more to “downward causation”? 

 4. Recall Atran’s explanation of the widespread belief in supernatural 
agents, discussed in Section 4.3. Th is appears to be an explanation 
of a social-level phenomenon in terms of sub-personal level mecha-
nisms. Could all social scientifi c explanations bypass talk of beliefs, 
attitudes, goals, and values, relating cognitive mechanisms directly 
to social mechanisms? What sort of phenomena resist such 
reduction? 

 5. What are some examples of social function? Th ink of cases where 
we might say that a society has an institution, rule, social norm, 
or practice  in order to  bring about some benefi t to the society. 
Do these satisfy Kincaid’s three criteria? What sort of history 
would they need? 

 6. In the fi rst part of Section 6.4, three objections were levied against 
the idea that social phenomena could be explained functionally. 
What were these three objections? Do selectionist explanations 
of function resolve these objections? 

 Further Reading 

 Nineteenth- and early-twentieth-century arguments for individualistic reduc-
tionism are found in Book VI of Mill’s  A System of Logic,  republished as 
 On the Logic of the Moral Sciences  (1987 [1872]), and Popper’s  Poverty of 
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Historicism  (1957). Watkins’ “Ideal Types and Historical Explanation” (1953) 
and Jarvie’s  Concepts and Society  (1972) develop these ideas. Durkheim’s 
 Rules of the Sociological Method  (1938 [1895]) is a classic presentation of 
holism, and Mandelbaum’s “Societal Facts” (1955) develops the argument 
in response to Popper and Watkins. Lukes’ “Methodological Individualism 
Reconsidered” (1968) is a balanced treatment of the issue as it stood in the 
1950s and 60s. Good overviews of the problem of reductionism are found 
in Zahle (2007) and Bouvier (2011). 

 Kincaid’s arguments in “Reduction, Explanation, and Individualism” 
(1986) and  Chapter 5  of  Philosophical Foundations of the Social Sciences  
(1996) remain important critiques of individualism. Th e problem of the 
remainder is pursued further in Zahle, “Th e Individualism-Holism Debate 
on Intertheoretic Reduction and the Argument from Multiple Realization” 
(2003), and Epstein, “When Local Models Fail” (2008). Supervenience 
arguments for ontological anti-reductionism are found in Pettit, “Defi ning 
and Defending Social Holism” (1998), Sawyer, “Nonreductive Individualism: 
 Part I —Supervenience and Wild Disjunction” (2002), and Epstein, “Onto-
logical Individualism Reconsidered” (2009); Greve (2010) and Van Bouwel 
(2004) reply to these arguments. 

 Th e microfoundations approach is articulated in Little’s  Varieties of Social 
Explanation  (1991). Little’s recent thinking about localism and microfounda-
tions is presented in Little (2009) and Little (2007). Elster has a sophisticated 
treatment of mechanistic explanation in  Explaining Social Behavior  (2007). 
Van Hees, “Explaining Institutions: A Defense of Reductionism” (1997), 
applies the microfoundations approach in a close examination of the program 
known as “the new institutionalism.” Analytical sociology is a fi eld that is 
leading the way in micro-level explanations of social phenomena; see Hed-
ström’s  Dissecting the Social  (2005) for a systematic discussion. Th ere are 
excellent essays collected in Hedström and Swedberg (eds.),  Social Mechanisms  
(1998), and Demeulenaere (ed.),  Analytic Sociology and Social Mechanisms  
(2011a). Sperber’s contribution to the latter, “A Naturalistic Ontology for 
Mechanistic Explanations in the Social Sciences” (Sperber 2011), is particu-
larly noteworthy for its argument against privileging the personal level of 
description. Th e idea that only agents have causal powers is defended in 
Bhaskar (2008 [1975]) and Hedström (2005). 

 Kincaid’s “Functional Explanation and Evolutionary Social Science” is 
a comprehensive and detailed discussion of the topic (2007), and his 
chapter on functionalism in Kincaid (1996) remains an authoritative treat-
ment of the topic; see also Pettit’s “Functional Explanation and Virtual 
Selection” (1996). 

 Axelrod’s  Th e Evolution of Cooperation  (1984) and  Th e Complexity of 
Cooperation  (1997) are important works in evolutionary game theory. Skyrms, 
“Game Th eory, Rationality, and Evolution of the Social Contract” (2000), 
includes a useful comparison of evolutionary and rational-choice game theory. 
Alexander and Skyrms’ “Bargaining with Neighbors: Is Justice Contagious?” 
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(1999) is a provocative application. Richerson and Boyd,  Not By Genes Alone  
(2005), gives a general presentation of their gene-culture co-evolutionary 
theory. See also “Culture and the Evolution of Human Cooperation” (Boyd 
and Richerson 2009) and Ross, “Coordination and the Foundations of Social 
Intelligence” (2012). 

 A number of philosophers and social scientists have argued that explana-
tion in terms of natural selection unifi es biology and the social sciences in 
a deep way. See Zamora-Bonilla, “Why the Social Sciences are Natural, and 
Why Th ey Can’t” (2012), Rosenberg, “Lessons from Biology for Philosophy 
of the Human Sciences” (2005), and Ross, “Naturalism: Th e Place of Society 
in Nature” (2011b).     



 7   Social Norms 

 Norms pervade the social world. States have laws, universities have regula-
tions, and clubs have rules. Some codes of conduct are informal; as Captain 
Barbossa said, they’re more what you’d call “guidelines” than actual rules. 
Others are so implicit that it takes violations to expose them: try keeping 
your eyes closed during a conversation. Social scientists routinely appeal to 
norms in their accounts. In the examples of social scientifi c research we have 
discussed already, norms have often played a role in the explanation. Gold-
stone invoked norms to explain why people follow their church leaders and 
join a boycott. Th e captain of HMS  Camperdown  would not turn in a wider 
circle because it violated a “rule of the road.” Invoking norms in social 
explanation raises interesting questions. Why do people follow norms? Is it 
rational self-interest, habit, or something else? And what are “norms”? Do 
they exist over and above individual action, or are they somehow the product 
of belief, attitude, or action? 

 In philosophy, questions about the character and roots of normativity 
have traditionally been the domain of ethics. In the social sciences, the 
questions concern social norms, which are  prima facie  diff erent. “Don’t kill” 
(a moral norm) and “Place the fork on the left side of the plate” (a social 
norm) are both norms in the sense that they are prescriptive. Th ey say what 
 ought  to be done. Yet there are many diff erences between moral norms and 
social norms. If you’ve had a class in ethics, you probably studied utilitarian-
ism and deontology. Th ese are two prominent views about the justifi cation 
of moral norms. “Shake hands with your right hand” seems an unlikely 
candidate for justifi cation by the greatest good (utilitarianism) or demands 
of rationality (deontology). Moral norms thus seem to have a deeper, perhaps 
more universal, justifi cation. Social norms are also more variable. In some 
places people queue for the bus, while in others it is a mad scramble; some 
eat with forks, others with chopsticks. In the philosophy of social science, 
the paradigmatic examples of norms are the local rules of particular groups. 
While examples of moral norms are not the focus of the philosophy of social 
science, the distinctions among kinds of norms is an important topic. 

 Th e appeal to norms in social scientifi c theories raises issues of reduction-
ism and naturalism. Norms are a kind of social phenomenon that seems 
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particularly resistant to individualistic reduction. Norms of all sorts make 
demands on individual action. Th ey sometimes require us to act against our 
self-interest. For both explanatory and ontological individualists, then, 
accounting for the character of norms and their relationship to individual 
action is a crucial problem. With respect to naturalism, we have already seen 
how appeals to rules and rationality were used to draw a line between the 
social and natural sciences. Whether norms can fi gure in theories and expla-
nations that are like those of the natural sciences depends in part on how 
normativity is understood. And if normativity cannot be fi t into a fully 
causal picture of the world, metaphysical naturalism would fail. 

 7.1 Disenchanting the Social World 

 “Sociology begins by disenchanting the world,” wrote Alvin Gouldner, “and 
it proceeds by disenchanting itself ” (1968, 103). Here, “disenchantment” 
means demystifying appeals to norms and values by setting them in an 
explanatory theoretical framework. Th e image Gouldner is considering, then, 
is a value-free science of a value-free world. As we have already noted, of 
course, social scientifi c research often appeals to values, norms, or rules in 
its explanations. If the social sciences are to “disenchant the world,” they 
will need some sort of reduction or naturalization of values. One of the 
fundamental questions of this chapter, then, is whether social norms can be 
reduced or naturalized. 

 Is and Ought 

 Philosophers have often argued that the reduction of norms or values to 
facts is logically impossible. Th e formulation of the argument is often attrib-
uted to Hume in  A Treatise of Human Nature  (1978 [1740], 469). Descrip-
tions, Hume argues, tell us something about what  is.  Th ere is a signifi cant 
diff erence in meaning between a statement of what  is  and a statement of 
what  ought to be.  A description can be true while the corresponding norm 
is false; even if many students cheat on exams, “we ought to cheat” is false. 
Th erefore, in an argument about what ought to be, there can be no deduc-
tion from descriptive premises to a normative conclusion. If reduction is 
understood as a deduction of one theory from another, then no theory which 
included ought-statements could be reduced to a purely descriptive 
theory. 

 G. E. Moore provided another argument against any reductive naturaliza-
tion of value (Moore 1993 [1903]). Moore was criticizing philosophical 
views that attempted to use features of the natural world to defi ne values. For 
example, some utilitarians identify right actions with those that produce the 
greatest net pleasure. Whether someone feels pleasure is a psychological or 
biological fact. Moore’s challenge to this proposed defi nition of moral value 
is to ask “Is pleasure  good? ” If this question makes sense, then the purported 
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defi nition has not captured its target value. Something must have been left 
out. Moore argued that the question “Is  X  good?” always makes sense when-
ever a naturalistic description ( X  ) is proposed. Th erefore, Moore concluded, 
values must be non-natural in the sense of not being part of the material 
and causal world. 

 To see how these philosophical arguments are relevant to the questions 
about normativity in the social sciences, let us consider two examples of 
norms in the social scientifi c theory. First, consider the Th eory of Planned 
Behavior, a social-psychological theory which is widely used in the behavioral 
sciences. Th is theory is similar to the accounts of intentional action discussed 
in  Chapter 5 , where an intention is understood as the combination of beliefs 
and attitudes. Interestingly, the analysis of intention also includes a “subjec-
tive norm,” which is “the perceived social pressure to perform or not to 
perform the behavior” (Ajzen 1991, 188). Th e Th eory of Planned Behavior 
thus tries to include sensitivity to social norms as part of the cause of action. 
As a second example, consider the following proposal for a defi nition of 
social norms: “Social norms are shared ways of thinking, feeling, desiring, 
deciding, and acting which are observable in regularly repeated behaviors” 
(Critto 1999, 1). Th ese theories answer two of the primary social scientifi c 
questions about norms. Th e Th eory of Planned Behavior addresses the ques-
tion, “What is the relationship between norms and action?” It answers this 
question by treating norms as something represented in each individual’s 
mind. Critto’s defi nition, on the other hand, provides a conceptualization 
of what norms are. It defi nes norms in terms of regularities. Th e defi nitions 
are both naturalistic and reductionist. 

 With the arguments of Hume and Moore in the background, one might 
contend that neither Azjen nor Critto succeed in naturalizing or reducing 
norms. In the Th eory of Planned Behavior, the “norm” is nothing more 
than a perception of social pressure. It is a belief about what others expect. 
As such, it can say nothing about what the agent  ought  to do. When a 
person acts, according to the theory, beliefs about others’ expectations are 
among her reasons. But she is not thereby acting because she  ought  to do 
so; she is not following a rule. Critto’s defi nition of social norms suff ers 
from a similar problem. It directly identifi es what the agents  ought  to do 
with their actual patterns of behavior. Th e whole point of a norm is that 
actions or beliefs can be mistaken. An anti-reductionist will conclude that 
insofar as social scientifi c theories give us only descriptions of the agent’s 
cognitive states or patterns of action, they will fail to capture normativity. 

 Normativism 

 Th e  normativist  believes that an adequate account of the social world must 
include norms. Normativists conclude from arguments like Hume’s and 
Moore’s that the social sciences should not be purely descriptive. Th e social 
sciences must not just describe patterns of belief or behavior; they must 
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include genuine normativity in their theories. We have already encountered 
many normativist views in this book. In general, normativists hold that the 
social sciences should not be value-neutral, in the sense discussed in Sec-
tion 2.3. Rather, social science requires substantial commitment to values, 
norms, and rules. Th ese might fi gure in interpretations of particular com-
munities where the interpreter’s thick descriptions refer to conventions and 
social norms. Or the norms might be deeper and more universal, such as 
moral norms or norms of rationality. We encountered this deeper sort of 
commitment in Section 5.1, where Winch and Davidson argued that beliefs 
and attitudes explain action because they make it instrumentally rational. 
Th e social scientist explains action by saying that the agent  ought  to do it 
in the light of his or her beliefs and goals. We saw a similar commitment 
to norms of inferential rationality in Section 4.2, where Hollis argued that 
interpretation required a bridgehead of true and rational belief. All of these 
views hold that, in some way, social science requires appeal to what subjects 
 ought  to do. 

 Normativism entails that the social sciences are deeply diff erent from the 
natural sciences, and in this epistemological sense, normativism is anti-
naturalistic. Th e point of the arguments about the role of rationality in the 
social sciences was to distinguish social understanding from natural scientifi c 
explanation. Insofar as the natural sciences study mere objects, not subjects 
who can feel the force of a rule, the natural sciences are descriptive. If no 
description can capture a norm, the normativist must conclude that the 
social sciences have diff erent forms of theorizing (interpretation) based on 
diff erent forms of evidence (qualitative methods). Normativists also tend to 
be anti-naturalistic in the metaphysical sense. One conclusion to draw from 
arguments like Hume’s and Moore’s is that values, norms, rules, and so on 
are ontologically diff erent from any natural fact. Norms are not part of the 
natural realm, and the force of a rule is not the force of a cause. Insofar as 
the social world must include norms, some normativists conclude, the social 
world is distinct from the natural world. 

 Good Bad Theories 

 Normativists contend that many social phenomena are impossible to describe 
without normative language. Consider, for example, gift exchange. Since 
Marcel Mauss’ seminal work (Mauss 2000 [1925]), gift exchange has been 
conceptualized in terms of mutual obligations. Gifts have consequences. In 
many times and places, to receive a gift is to incur obligations to reciprocate. 
A normativist will point out that the very idea of a gift is thus a thick 
normative concept. Any attempt to describe gift giving without mentioning 
the network of obligations will seriously distort the phenomenon. 

 In  Explaining the Normative  (2010), Stephen Turner confronts the nor-
mativist claim that appeal to norms is indispensible in the social sciences. 
Turner agrees that Mauss’ description invokes normative language, but asks: 
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Is this description the only one possible? Turner points out that Mauss 
himself describes the phenomenon in two ways. Mauss discusses the Maori 
concept of  hau,  in terms of which the Maori conceptualize gifts. In one 
characterization, Mauss writes in the voice of an imaginary Maori: 

 Suppose you have some particular object,  taonga,  and you give it to 
me . . . Now, I give this thing to a third person who after a time decides 
to give me something in repayment for it ( utu ), and he makes me a 
present of something ( taonga ). Now this  taonga  I received from him is 
the spirit ( hau ) of the  taonga  I received from you and passed on to him. 
Th e  taonga  which I receive on account of the  taonga  that came from 
you, I must return to you .  It would not be right on my part to keep 
these  taonga  whether they were desirable or not. I must give them to 
you since they are the  hau  of the  taonga  which you gave me. If I were 
to keep this second  taonga  for myself I might become ill or even die. 

 (Mauss 2000 [1925], 8–9) 

 In his second description, Mauss goes on to say that the Maori  believe  that 
gifts are animated by the spiritual power of  hau.  After all, Mauss does not 
believe that  hau  exists. He must therefore redescribe the phenomenon in 
terms that do not commit him to the existence of spiritual powers within 
gifts. So he invokes beliefs about  hau  to explain the behavior, not real spiri-
tual powers .  By transforming the normative characterization of gift giving 
into a description of beliefs, Mauss is able to explain it. 

 Th e social sciences, on Turner’s view, appeal to beliefs and other repre-
sentations of normativity, but they are not committed to the existence of 
real norms or obligations. Having such beliefs helps humans coordinate their 
behavior. Indeed, it is likely that beliefs about rules, conventions, and moral 
obligations are necessary for human societies. In this sense, normativity is 
ineliminable from the social sciences. But the social sciences need not be 
committed to the truth of normative beliefs or other representations. Th e 
beliefs coordinate behavior whether or not they are true. Representations of 
normativity, whether those of the subjects (concepts like  hau ) or by the 
social scientist (concepts like  rule ), are what Turner calls “Good Bad Th eo-
ries.” Th ey are bad theories in the sense that they are false, but good theories 
in the sense that believing them facilitates social interaction. 

 On Turner’s naturalization of social norms, it is perfectly legitimate to 
treat norms after the fashion of the Th eory of Planned Behavior. Norms 
are treated as representations, and thereby rendered explanatory. As Turner 
sets up the problem, it is a matter of comparing normative explanations 
with naturalized explanations. Resolving the dispute between normativism 
and naturalism, then, turns on which sort of explanation is more successful. 
If the best social scientifi c re-descriptions and explanations fail to be ade-
quate, and if normativist accounts explain better, then we would have to 
decide in favor of normativism. On the other hand, naturalism wins if its 
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reconceptualization of norms and accompanying explanations are superior. 
Th is means that to adjudicate the issue of naturalism and normativity, we 
need to look more closely at how conventions and social norms have been 
analyzed, and at the sort of explanations they support. 

 Two broad traditions of social scientifi c explanation have been of special 
interest to philosophers interested in normativity. One tries to use the 
resources of game theory and decision theory to show how norms arise out 
of individual action. Th ey generally treat norms as equilibria of strategic 
games. Th ese will be the subject of Section 7.2. An alternative, to be explored 
in Section 7.3, is to analyze norms in terms of “practices.” Practice theory 
looks back to Wittgenstein’s refl ections on rule-following in the  Philosophical 
Investigations  (1953), and was developed in anthropology by Pierre Bourdieu 
and in sociology by Anthony Giddens. As we will see, naturalist and reduc-
tionist programs face interesting challenges when they encounter 
normativity. 

 7.2 Norms and Rational Choices 

 Rational choice theory provides a powerful set of tools for explaining how 
stable patterns of social interaction arise out of individually rational choices. 
From this perspective, it is tempting to adopt individualism and treat all 
patterns of social interaction as the product of individual choices. Stable 
patterns of behavior emerge either as aggregate individual rational choices 
or as equilibria in strategic interactions. Th e challenge for this austere view 
is that some phenomena are not obviously just game-theoretic equilibria. 
Th ere are two kinds of situation that seem to call for norms  in addition to  
individually rational choice. 

 First, strategic interactions with multiple equilibria are apparently resolved 
with norms. Th e inside/outside game (Figure 5.8) has two equilibria and 
players are indiff erent between them. As long as one ship circles to the inside 
while the other circles to the outside, all is well. Nothing in the strategic 
situation, however, determines which of the two equilibria the players will 
settle upon, and nothing guarantees that they will continue in the same way 
next time. Coordination problems like these are naturally solved by  conven-
tions.  Many patterns of social interaction can be explained as conventions 
in this sense—rules of the road, shaking hands, appropriate dress, techno-
logical standards, even signaling conventions. 

 Th e second sort of situation involves mixed-motive games like the prisoner’s 
dilemma (Figure 5.5). In these interactions, defecting has the highest expected 
payoff .  Social norms  can solve this problem, as we saw in the discussion of 
Goldstone’s explanation of revolutions (Section 6.1) and Richerson and 
Boyd’s account of the evolution of cooperation (Section 6.4). Social norms 
require sacrifi ce in the sense that an individual does not get the highest 
available payoff , and in this way they are diff erent from conventions. Notice 
that both social norms and conventions appear to be imposed from the 
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outside of the game. Does this mean that rational choice theory cannot 
account for norms? Or can we use the resources of rational choice theory 
to explain how conventions and social norms emerge and why people choose 
to follow them? We will fi rst consider whether conventions can be understood 
in game-theoretic terms, and then turn to social norms. 

 Convention 

 Conventions seem to have a couple of distinctive features. First, conventions 
are arbitrary. Th e British Navy had a convention that ships always pass on 
the port side, but it could just as well be the other way around. Conventions 
are also patterns or regularities. If ships pass each other sometimes on the 
port side and sometimes on the starboard side, then they have no conven-
tion. Finally, while conventions might be verbally articulated and explicitly 
adopted, they need not be. Conventions emerge in groups that are too large 
or anonymous to facilitate direct communication. Or perhaps communica-
tion is impossible: When our telephone conversation is cut off , we can’t 
both call at the same time and we can’t communicate. In situations like 
these, conventions seem to play an important role. 

 From the perspective of game theory, conventions can be modeled as a 
game with two or more Nash equilibria. We have seen two such games 
already, inside/outside (Figure 5.8) and stag hunt (Figure 5.9). In these situ-
ations, our choices need to be coordinated, but payoff s of the game will not 
do the job alone. As a fi rst pass at characterizing a convention, then, we 
might suppose that a convention is a common habit. It is a pattern of 
behavior whereby most people choose the same Nash equilibrium of a 
coordination problem. 

 While it is attractively simple, it won’t do to treat conventions as aggre-
gated habits. For example, in classrooms where there are no assigned seats, 
students often choose the same desk for every class. Finding a seat in a 
classroom is a coordination problem that is solved more-or-less by chance 
on the fi rst day. After that, each individual might simply have the habit of 
sitting in the same place. While this would satisfy our initial characterization 
of a convention, it is a rather anemic convention. It is unlike more robust 
examples of conventions, such as shaking hands with the right hand or 
placing the fork to the left of the plate. In the classroom, each student sits 
in a given seat because of an individual habit. I shake hands with my right 
hand because it is a convention, not just because I am in the habit of doing 
so. Full-blooded conventions should establish something like rules, and 
individuals should be acting  because  of the convention. 

 In an early and important application of game theory to the philosophical 
questions of social ontology, David Lewis strengthened the simple concep-
tion of a convention as a pattern of behavior. He suggested that regularities 
of behavior become conventions when there is a system of mutual expecta-
tions in place. He defi ned a convention as: 
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 A regularity  R  in the behavior of members of a population  P  when they 
are agents in a recurrent situation  S  is a  convention  if and only if, in 
any instance of  S  among members of  P,  
 (1) everyone conforms to  R;  
 (2) everyone expects everyone else to conform to  R;  
 (3) everyone prefers to conform to  R  on the condition that the others do, 

since  S  is a coordination problem and uniformity to  R  is a coordina-
tion equilibrium in  S.  

 (Lewis 1969, 42) 

 Conditions (2) and (3) make it instrumentally rational to follow the regular-
ity once it is established. Each person wants to conform, if the others do. 
And if the convention is in place, then each person also believes that the 
other will conform. So, each person is acting for a reason, and that reason 
includes recognition of the convention. Using this defi nition we can distin-
guish between classrooms where everyone sits in the same place out of habit 
and those where there is a convention to sit in the same place. In the former, 
each person may satisfy only (1) and (2), and then choose an empty seat. 
Th e members of the class recognize the pattern in this case, but it is not 
their reason for acting. When the members of the class also have the prefer-
ence to conform to the regularity on the condition that the others do too 
(condition 3), a convention is in place. Notice also that once a convention 
exists, it is more stable than a mere aggregation of choices. Everyone in the 
group conditionally prefers to follow the convention. So as long as the regu-
larity is not disrupted, members of the group will continue to conform. 

 Lewis’ defi nition requires that a regularity is already in place. How could 
conventions get started? We might begin by a verbal agreement, but as we 
have already noticed, conventions can also get started in the absence of 
communication. Th omas Schelling suggested that  salience  can be the source 
of convention (Schelling 1960). Salience is sometimes a matter of perceptual 
bias or vividness. For example, many college campuses have a statue or large 
clock, which serves as a conventional meeting place. Because they are eye-
catching and memorable, these landmarks are salient coordination equilibria. 
Past practice is another way to make a coordination equilibrium salient. If 
we found each other by the clock tower last time we met, we have a reason 
to do so again next time. A random or accidental event that puts the parties 
into a Nash equilibrium can make a strategy salient. 

 Lewis’ account explains how salience can be the seed of a rational response 
to coordination problems, and hence how conventions can arise through 
the exercise of rationality. If we are separated on campus and we need to 
reunite, each of us will have to anticipate the other’s reasoning. I know that 
you want to meet me, so I will go where you expect me to be. But the situ-
ation is symmetrical: you know that I want to meet you, so you will go 
where I expect you to be. We need a way into our circle of interlocking 
expectations, and the salience of something like the clock tower gives us a 
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place to start. If I expect you to notice the clock tower, and I expect you 
to notice that  I noticed it too,  then I have a reason to go there. Existing 
regularities are also excellent sources of salience. Th e mere fact that others 
often meet at the clock tower can be a starting point for our reasoning too. 
Lewis’s account thus shows how we can use the resources of rational choice 
theory to explain the origin and persistence of conventions. Conventions, 
of course, are not fully rational—salience is a non-rational push needed to 
get the convention started. Nonetheless, Lewis’ work shows how social 
phenomena can arise through rational choices. 

 Conventionality and Normativity 

 Lewis’ account of convention reduces conventions to regularities, and the 
reduction is both ontological and explanatory. A convention, for Lewis, is 
nothing but a regularity of behavior brought about by the right sort of mutual 
expectations and common knowledge. Any explanatory force that a custom 
might have is carried entirely by intentions of the individuals. When people 
conventionally queue for the bus, it is because each individual has the beliefs 
and expectations described in Lewis’ defi nition. Conventions are a species of 
norm, so has Lewis succeeded in reducing “ought” to “is”? No, not at all: 
Lewis’ account of convention depends on the instrumental rationality of the 
individual agents. Insofar as there is normativity to a convention, one ought 
to conform because it is the rational thing to do. Lewis’ account is therefore 
reductive in the sense that it explains a social phenomenon (convention) 
entirely in individualistic terms (beliefs and preferences). It is not fully natu-
ralistic, however, because it does not show how the normativity of rational 
action can be assimilated into a causal picture of the world. It simply reduces 
one sort of norm (the convention) to another (instrumental rationality). 

 Even if Lewis’ account is normative, some have argued that it does not 
fully capture the normativity of convention. Conventions, like other sorts 
of norm, provide a ground for assessing the correctness of behavior. Table 
manners are an interesting sort of convention. In some communities, one 
is criticized for belching after a meal; in other places it expresses pleasure 
and satisfaction. As children are constantly made aware, people are criticized 
for bad manners. And manners are bad when they do not conform to the 
local conventions. Because Lewis’ conventions are regularities, it is not clear 
how they make some actions correct and others mistaken. One ought to 
follow a convention, on Lewis’ account, because it is individually rational 
to do so. If a person fails to follow a Lewis convention, then, he or she is 
not criticizable for failing to conform to the regularity. Th e person has merely 
failed to act in his own interest. As Margret Gilbert put the point, Lewis’ 
account does not capture the “ought” that is appropriate to convention, as 
opposed to the “ought” of self-interest or practical rationality (Gilbert 2008). 

 Another reason why Lewis’ analysis does not seem to capture the norma-
tivity of convention is that he ties conventions to coordination problems. 
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With apologies to both my mother and my children, I want to ask: Is it 
 really  necessary that I eat my mashed potatoes with a fork rather than with 
my fi ngers? Why should I coordinate with my neighbor about table man-
ners? Table manners do not solve any coordination problem. One might 
think that table manners play a role in establishing social identities. Andrei 
Marmor has argued that rules of etiquette or fashion are deeply diff erent 
from conventions that resolve coordination problems. Th ese conventions 
 constitute  the practices of which they are part. Th ey are like the rules of 
games in the way that they create the very activities they regulate. Th e payoff s 
are thus internal to the convention: “purpose, point, or value is basically set 
by the conventions constituting the practice, and it is impossible to specify 
them independently and antecedently of the conventions themselves” (Mar-
mor 1996, 366). Lewis’ conventions, by contrast, only arise because the 
payoff s are arranged in a particular way, and the payoff s are external to the 
convention. If this line of argument is correct, then Lewis’ conventions 
capture only a small part of the larger phenomenon of conventional rules 
or norms. 

 Lewis’ reliance on regularities of behavior gives rise to another argument 
against his analysis of convention. One of the reasons why reducing an 
“ought” to an “is” seems impossible is that an obligation may persist even 
if it is rarely acknowledged. As your mother taught you, something might 
be  wrong  even if all your friends are doing it. Gilbert argues that it is easy 
to imagine examples of conventions that do not correspond to regularities 
of behavior (Gilbert 2008, 8). Suppose the Philosophy Club adopts a dress 
code for its formal dinner. Once the Philosophy Club has voted, the con-
vention is in place. We need not wait and see whether the members conform. 
Suppose further that after adopting a dress code, they fail to follow it. 
(Philosophers are not known for their conformist behavior, after all!) One 
might argue that the convention was in place but it was not being followed. 
Conventions, Gilbert concludes, do not need the sort of regularities that 
Lewis postulates. 

 Th e debate over whether conventions require repetition or regularity has 
been recently enlivened by empirical evidence. Francesco Guala and Luigi 
Mittone have devised an experimental protocol which seems to show that 
repeated interaction gives rise to “intrinsic normativity” (Guala and Mittone 
2010; Guala 2013). In their experiment subjects interact with each other 
only through a computer. Th ree players simultaneously choose one of two 
colored buttons (red or blue). Th ey get the payoff  only if all three players 
choose the same color. From the perspective of each player, the strategic 
situation can be represented as in the red/blue game of   Figure 7.1  . (Note 
that because of the symmetry of the game, each of the three players can 
take the perspective of “self ” in   Figure 7.1  .) Th e players are told that they 
will play the game together exactly ten times. Th ey are also told that the 
payoff s may change, and that if they do change, all players will be told what 
the new payoff s are. With this sort of setup, players quickly fi nd one or the 
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other equilibrium. With three players, two are guaranteed to choose the 
same color in the fi rst round. Typically, in the next round the odd man out 
will conform, and a convention emerges. 

   In the tenth and last round, the payoff s change. One of the three players 
is given an incentive to break the convention. Now the game looks like 
  Figure 7.2  . If the Lucky Player plays diff erently than the others, he or she 
will get a larger payoff  and the others get nothing. In other words, one 
player was given an incentive to deviate from the conventional pattern that 
emerged in their repeated play. In Guala and Mittone’s experiment, only 
39 percent of the participants deviated from the convention. Th is result is 
troubling from Lewis’ point of view, since in this new situation there is no 
longer a reason to continue following the convention. For some reason, a 
majority of the subjects (61 percent) continued to follow the convention 
even when they paid a price to do so. Why? 

   Th ere are two possible explanations for this result. Subjects might be 
responding to a norm that is external to the game, such as a norm of fair-
ness. On the other hand, the convention created by repeated play might 
have its own normative force. To separate these two possibilities, Guala and 
Mittone devised a game-theoretically identical situation which lacked the 
feature of repeated play. Subjects in this trial played a single game. It had 
the same payoff s as the tenth round of the repeated game. However, in this 
game the players played sequentially. Th e fi rst player might choose randomly, 
and the rational choice for the second player would be to conform to that 

Other Two Players

Red Blue

Self
Red 10, 10 0, 0

Blue 0, 0 10, 10

  Figure 7.1  Red/Blue (Initial Rounds) 

Other Two Players

Red Blue

Th e 
Lucky 
Player

Red 200, 200 300, 0

Blue 300, 0 200, 200

  Figure 7.2  Red/Blue (Final Round) 
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choice. Th e third player was then in the same situation as the tenth round 
of the repeated game, except that there was no history of coordination in 
the group—no convention had been allowed to emerge. If norms of fairness 
external to the game were inclining individuals to cooperate, then one would 
expect that the behavior in the one-shot game would be the same as the 
repeated game. Guala and Mittone found that the results of the single-shot 
game were the opposite of the repeated game: 68 percent of the subjects 
defected (chose the higher payoff ) in the one-shot game. Th e repetition 
alone apparently motivated people to continue cooperating, even when 
cooperation was costly. Repeated play, they conclude, “generates an intrinsic 
normative pressure to conform to the group’s conventions” (Guala and Mit-
tone 2010). 

 Guala and Mittone’s results seem to both support and challenge Lewis’ 
account of convention. Th e result supports the idea that conventions require 
regularities of behavior. Th is contradicts Gilbert’s contention that conven-
tions can exist without regularities. If Gilbert’s examples of conventions 
without corresponding behavioral regularities are possible, then, it is because 
of the special nature of the agreement in her examples. Clubs have a variety 
of rules already in place (such as bylaws), which make it possible to establish 
conventions by fi at. At the same time, Guala and Mittone’s results run 
contrary to Lewis’ analysis in other ways. For Lewis, self-interest and only 
self-interest dictates cooperation. Th e subjects in Guala and Mittone’s experi-
ments seem to feel a compulsion to follow a convention even when doing 
so is no longer in their self-interest. Lewis’ account, then, does not capture 
the motivational force that conventions seem to possess. 

 Social Norms 

 Guala and Mittone’s experiment highlights a remarkable feature of human 
cooperation: We will cooperate even when we could individually benefi t from 
defection. Th ese situations invite explanation by norms. Norms of fairness, 
honesty, or allegiance to a group, for example, would explain why people 
cooperate when faced with a prisoner’s dilemma. What is the force that these 
norms possess? A normativist might suggest that it is the “unforced force of 
the better reason.” In other words, doing the right thing is sometimes reason 
enough to do it. When thinking about norms, however, we have to be careful 
not to assume that norms always result in benefi ts for the group. Many social 
norms either have no apparent benefi t or are positively harmful. Norms pro-
hibiting homosexuality, for example, provide no benefi ts for the larger group. 
Norms promoting bribes and other sorts of corruption can make economies 
ineffi  cient. One of the puzzles about norms, then, is that they not only go 
against individual interest, they may also run contrary to the interests of the 
larger group. In  Th e Grammar of Society  (2006), Cristina Bicchieri provided 
an account of social norms that addresses these questions. 



164 Social Norms

 Bicchieri’s account of social norms relies on two important points. First, 
games are partly defi ned by their payoff s. Th erefore, whether a pair of players 
is facing a prisoner’s dilemma, a coordination game, or something else depends 
on what their preferences are. Second, preferences may be conditional. Lewis’ 
account of convention relied on each person having a preference to conform 
to the regularity  on the condition that others did.  Lewis’ insight was that by 
making preferences depend on what others do, conventions become part of 
the motivation to conform. Lewis’ account is limited, as we have seen, by 
its reliance on brute regularities and pure self-interest. By contrast, I follow 
a social norm partly because others expect me to. Th is arguably distinguishes 
rule-following from the self-interested desire to reap the benefi ts of 
coordination. 

 Th e heart of Bicchieri’s conception of a social norm is that when the 
conditions for preferences are satisfi ed, the new preferences change the 
strategic situation. Bicchieri’s full defi nition of a social norm is this: 

 Let  R  be a behavioral rule for situations of type  S,  where  S  can be 
represented as a mixed-motive game. We say that  R  is a social norm in 
a population  P  if there exists a suffi  ciently large subset  P  cf  ⊆  P  such 
that, for each individual  i  ∈  P  cf  : 
  Contingency: i  knows that a rule  R  exists and applies to situations of 
type  S;  
  Conditional preference: i  prefers to conform to  R  in situations of type  S  
on the condition that: 

 (a)  Empirical expectations: i  believes that a suffi  ciently large subset of  P  
conforms to  R  in situations of type  S;  

 and either 
 (b)  Normative expectations: i  believes that a suffi  ciently large subset of 

 P  expects  i  to conform to  R  in situations of type  S;  
 or 

 (b’)  Normative expectations with sanctions: i  believes that a suffi  ciently 
large subset of  P  expects  i  to conform to  R  in situations of type  S,  
prefers  i  to conform, and may sanction behavior. 

 (Bicchieri 2006, 11) 

 When the empirical and normative conditions of the agent’s preferences are 
satisfi ed, we will say that the norm is  activated.  When a norm is activated 
for an agent, he or she has new preferences. In particular, the agent now 
prefers to conform to the rule (R). 

 Consider, for example, the problem of littering. We all know that we should 
not litter; this is the “behavioral rule  R ” that applies to the situation. Keeping 
public areas clean is a public good problem. Since a clean environment is a 
non-exclusive good, there is an incentive to free ride. As a result, it can be 
represented as a prisoner’s dilemma (  Figure 7.3  ). Suppose that there is some 
eff ort involved in throwing my sandwich wrapper in the trash can. And 
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suppose also that all of us like to see a clean park. Th is means that the high-
est utility for me is the situation where I drop my sandwich wrapper on the 
ground while others pick up (because I get the benefi t and pay no costs). 
Th e second best situation is where we both pick up (I get the benefi t, and 
pay the cost of picking up). Th e worst situation is where I pick up and 
nobody else does (I pay the cost and get no benefi t). As with any prisoner’s 
dilemma, we seem doomed to end up in a sub-optimal equilibrium. None 
of us gets the benefi t of a clean park, but we don’t pay the costs either. 

   Th e situation changes when we have a rule like “Don’t litter.” Suppose, as 
Bicchieri’s defi nition requires, that we all know that this rule applies to the 
park. Moreover, suppose that I believe that most people will follow the “Don’t 
litter” rule and that most people expect me to follow the rule too. Th is means 
that the empirical and normative expectations in Bicchieri’s defi nition have 
been satisfi ed. Th e condition of my conditional preference has been satisfi ed, 
so now I  prefer to follow the rule.  Th e change reorders my preferences, and 
assuming for the moment that the norm has been activated for the others 
too, we have a new strategic situation (  Figure 7.4  ). Because I prefer to follow 
the rule, picking up is the best option. As before, if others litter and I pick 
up, I pay the cost and get no benefi t, making it the worst option for me. If 
others pick up and I litter, then I get the benefi ts of free riding. Since I already 
expect others to follow the rule, the rational option is to pick up. On Bicchieri’s 
account, then, norms are literally game-changers. Notice how the norms are 
not external forces that override the game. Th ey are built into agents’ prefer-
ences so that what seems at fi rst look to be a mixed-motive strategic situation 
is really a self-reinforcing game similar to the assurance game of Figure 6.1. 

Others

Pick Up Litter

Self
Pick Up 2, 2 0, 3

Litter 3, 0 1, 1

  Figure 7.3  Clean Up the Park 

Others

Pick Up Litter

Self
Pick Up 3, 3 0, 2

Litter 2, 0 1, 1

  Figure 7.4  Follow the Rules to Clean Up the Park 
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   Of course, not everyone who learned the song, “Clean up, clean up, 
everybody do your share. . .,” follows the rule it invokes. One of the inter-
esting features of Bicchieri’s account of social norms is that it explains why 
norms  aren’t  followed, even when we know the rules. Th e key, again, is the 
empirical and normative expectations. If I do not have the empirical expec-
tation that people follow the rule under the current circumstances, or if I 
do not have the normative expectation that others expect me to follow the 
rule, then my conditional preference will not be triggered. Th e important 
social scientifi c question becomes identifying the conditions under which 
people come to have their empirical and normative expectations fulfi lled. 
Th e problem of littering recalls the “broken windows theory” from Sec-
tion 6.3. Th e presence of litter in the park may make me think that most 
people do not clean up after themselves in this place, or that they do not 
expect me to do so. And the norms need not be so specifi c. Th e presence 
of trash in the streets and broken windows may lead me to believe that 
people in this neighborhood do not have much respect for each other. Th is 
may keep me from invoking norms and incline me to behave in a self-
interested manner. Bicchieri’s view can thus explain why the presence of 
broken windows might lead to the violation of other norms. 

 But what if I am mistaken about the people in the neighborhood with 
broken windows? What if they do, in fact, expect me to pick up my own 
trash? Th is possibility is consistent with Bicchieri’s account as well—the beliefs 
that constitute the empirical and normative expectations need not be  true.  
Th is permits Bicchieri to explain how unpopular or ineffi  cient norms can 
arise and persist. Preferences to follow the rule are triggered when the empiri-
cal and normative expectations are satisfi ed, but again, these beliefs might 
not be true. As long as I believe that others follow the rule, and believe they 
expect me to do so, I will prefer to follow the rule even if I think the rule 
is harmful or ineffi  cient. Bicchieri suggests that this is how norms of corrup-
tion are maintained. Everyone may prefer not to pay a bribe, and even prefer 
that the practice be discontinued. However, as long as there is a widespread 
belief that the bribery norm is followed and that others expect me to follow 
the norm, the norms of bribery will persist. Moreover, since bribery is rela-
tively private, there might be a widespread misconception about whether the 
rule is followed. In this case, there could be a rule that exists in a society, 
but is followed very rarely, if at all. Each person would break the rule privately, 
but continue believing that others expected it to be followed. 

 At the beginning of this chapter, we noted that there are two central 
questions about norms in the social sciences: What are social norms? And 
why do people follow them? Bicchieri’s account provides answers to both. 
On her defi nition, norms are a kind of regularity. Th ey are not a mere regu-
larity of behavior; they are a more complex regularity of belief and conditional 
preference. Norms exist, on her view, when a “suffi  cient” number of people 
within the population have the relevant empirical and normative expecta-
tions. Th is pattern of expectations explains regularities of behavior, but as 
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we have seen, the social norm can exist even if it is followed rarely. Individuals 
act in accordance with the demands of the rule because doing so is their 
favored option. Norm-following is instrumentally rational, and the behavioral 
patterns which emerge are equilibria of strategic interaction. 

 7.3 Normativity and Practice 

 Rational choice accounts of conventions and social norms try to construct 
norms from individual choices and action. Th e approaches we have been 
discussing therefore assume that individual action is logically prior to social 
norms. In other words, it makes sense to think of human beings acting in 
the absence of any conventions, rules, or norms. Norms arise when we 
combine individual actions in the right way. A number of philosophers and 
social scientists in the interpretivist tradition have thought this starting point 
is a mistake. An action is something done for a  reason,  and reasons already 
have a normative relationship to the action. If the conclusion of Winch’s 
argument in Section 5.1 is accepted, then the social context determines (at 
least in part) whether an action is appropriate or reasonable under the cir-
cumstances. Hence, there could be no fully intentional action at all unless 
there already were norms. Interpretivists conclude that any approach to 
normativity based on rational choice theory is circular—it assumes much 
of what needs explanation. 

 An alternative approach to normativity favored by many interpretivists 
looks to the notion of  practice  to articulate social norms. Practice theory has 
its roots in Ludwig Wittgenstein’s discussion of rule-following in the  Philo-
sophical Investigations  (1953). Winch’s reading of Wittgenstein has been 
particularly infl uential in the philosophy of the social sciences, and we will 
take Winch as our starting point for discussion. In the social sciences, practice 
theory is associated with the work of Pierre Bourdieu and Anthony Giddens. 
Th ese theorists emphasize the active interplay of agents and social norms. 
To understand how norms are functioning in a particular social setting, one 
needs to see how the norms are both maintained by ongoing patterns of 
action and subverted by particular uses of them. Since all of these authors 
take norms to be related to patterns of activity, the problem noticed in Sec-
tion 7.1 looms immediately: A simple identity of norms with patterns of 
behavior collapses “ought” to “is.” Th e challenge accepted by practice theorists 
is to fi nd some way to reconstitute the is/ought distinction from the ongoing 
patterns of activity of a social group. 

 Norms and Practices 

 An account of rules or social norms, according to Winch, must satisfy two 
conditions: (1) norms must be learnable, and (2) mistakes must be possible. 
Th e fi rst condition may seem rather trivial, but it has important consequences. 
Recall Moore’s idea that values are non-natural properties which cannot be 
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identifi ed with any physical or psychological property (Section 7.1). One 
might ask: How do we know whether something is good, if goodness cannot 
be identifi ed with anything we can sense? Unless we postulate special norm-
detectors as part of our psychology (which some philosophers have done!), 
the learnability of norms means that there must be a close relationship 
between what people do and what the norms are. Th is is perhaps the idea 
behind the defi nition of norms mentioned in Section 7.1: “Social norms 
are shared ways of thinking, feeling, desiring, deciding, and acting which 
are observable in regularly repeated behaviors” (Critto 1999, 1). By observ-
ing patterns of acting, a child can learn the norms. Winch’s second condition 
entails that Critto’s defi nition is too broad. Some of the regularities that 
would satisfy Critto’s defi nition are impossible to violate. Citizens of the 
U.S. walk on the surface of the earth and don’t fl y like birds. Th is is a shared 
and repeated way of acting. According to Winch, it is not a norm because 
it is impossible—physically impossible—to make a mistake. 

 Th ere is a more subtle way in which Critto’s defi nition fails to satisfy 
Winch’s second condition. Imagine it is the case that on the streets of Chi-
cago for a period of time, every single person is carrying a handbag, backpack, 
or briefcase. While it would be possible to deviate from such a regularity of 
behavior, it is not possible to make a mistake. A person will not be criticized 
for failing to carry a briefcase on the streets of Chicago. Mistakes are not 
just deviations from a regular pattern of behavior; they are deviations that 
others in the community care about. (Notice that this is a point on which 
Winch and Bicchieri agree.) Th e character of the response to a deviation 
marks the boundary between actions that follow the norm and those that 
do not. Winch therefore conceives of a norm as a pattern of repeated behavior 
in a community, which is maintained through the attitudes and responses 
of members of the community. Actions that conform to the rule are met 
by praise, reward, or attitudes of approval, while deviations are met by criti-
cism, punishment, or attitudes of disapproval. Th ese responses must be 
included as part of the pattern of action that constitutes the practice. 

 For a practice theorist, following a norm is a practical ability, a point 
emphasized by Pierre Bourdieu in his development of these ideas (Bourdieu 
1977). Norms need not be articulated as explicit rules. Humans pick up on 
patterns of action without having to say to themselves, “When in conditions 
 X  do  Y  unless  Z  ” or something of the sort. We recognize the pattern and 
are sensitive to the subtle cues of approval and disapproval from our fellows. 
Most of the norms that are interesting for social analysis and thick descrip-
tion are implicit in this way. Explicit norms are formulated in language, but 
their normative content is provided by the underlying practices. Th e meaning 
of an explicit norm or rule is thus subject to negotiation in practice. Whether 
a particular action “fi ts” the rule as formulated is determined by how mem-
bers of the community respond to the new variation in behavior. If a varia-
tion is taken as following the rule, then the content of the rule includes the 
new variation. Bourdieu and Giddens pointed out that the gap between the 
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explicit formulation of a rule and the practice is often exploited by agents 
for their own ends. Acting in new ways may begin to change the character 
of the rules, and rules can be used in new ways to justify actions that were 
previously forbidden. As an example, think of the ways that, prior to their 
legalization, marriage ceremonies and similar displays of commitment 
between homosexual couples began to change the normative attitudes of the 
wider community toward gay marriage. 

 Problems for Practice Theory 

 On an analysis like Winch’s, norms are a particular kind of regularity in a 
community. Th is sort of view is open to a number of objections. First, a 
regularity can exist only if there is a determinate set of actions from which 
the instances of the pattern are drawn. After all, if people in a far-away 
community behave diff erently than we do, they are not making mistakes. 
Practice theories of norms thus seem to require that communities have clear 
and stable boundaries. But in Section 3.3, we saw arguments that have made 
anthropologists skeptical that communities have clear boundaries. Consider 
the norms that govern the correct use of words. What is the community 
that establishes the meaning of English words? English words show up in 
many far-fl ung places. For example, Bemba is one of the many languages 
spoken in Zambia, and “Town Bemba” is a dialect used by speakers who 
want to sound hip and urbane. Debra Spitulnik documented words like 
 amaguys,  where the English word  guys  is combined with the Bemba plural 
marker  ama-  (Spitulnik 1999) .  Presumably, the community who establishes 
the correct use of this term would be the Bemba speakers. Yet, they use  guys  
because it has a particular English meaning. Th at is, they use it because it 
follows the norms of another linguistic community. Dialects like Town 
Bemba or Spanglish exploit the fl uid boundaries of linguistic communities. 
Th e same point can be made about the permeable boundaries of cultures, 
ethnicities, and other sorts of social identities. But if there is no clear bound-
ary to “the” community, then it makes no sense to talk about “the” pattern 
of practice that constitutes a norm. 

 Another sort of argument against the regularity conception of norms was 
raised by Saul Kripke (1982). Kripke argued that norms always point beyond 
the set of actions that occur within a community (assuming we can develop 
a suitable notion of “community”). Any rule will legislate what ought to 
happen in cases which have never occurred. Kripke used the example of 
mathematical rules. Th ere are, of course, an infi nite number of possible 
sums, so no community will have added every pair of numbers. Suppose 
that no one has ever added the 2 to 123,012,112,354. Now we come to it: 
What is the sum? It depends on what the rule for addition is. Kripke argued 
that on a regularity view of practice, the rule could be anything that is 
consistent with what the community has done  so far.  But there is an indefi -
nitely large number of diff erent rules for addition that agree about past cases. 
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Th ere might be two rules that agree about past cases, but disagree about 
future cases; while the fi rst says that 2+123,012,112,354 = 123,012,112,356, 
the other says 2+123,012,112,354 = 7. Since the rules agree about the past 
cases, nothing in our behavior—nothing in the practice—can distinguish 
between these two rules. Both are equally correct, given a Winchean concep-
tion of rules. Th e conclusion is quite general. Given any set of actions, there 
are many incompatible, possible rules that would make those actions correct, 
yet disagree about what ought to be done in a new case. Since any response 
can be correct if the rules are gerrymandered in this way, it is impossible to 
make a mistake. On Winch’s own criteria, one might argue, practices cannot 
ground norms. 

 Two further problems arise from the way that rules are learned, given 
Winch’s conception of a rule. First, rules are supposed to be regularities of 
practice in the whole community (again, supposing we can help ourselves 
to that notion). But learners never have systematic access to the whole com-
munity. Th e rules of the Czech language are manifested in patterns that are 
exhibited by ten million people. But even in a small country like the Czech 
Republic, no learner ever has this kind of database. A person learns from 
the regularities in his or her immediate neighborhood. How can the actions 
and attitudes of others, perhaps far away, determine what is right and wrong 
for me if I never encounter these patterns? 

 Second, Winch’s model of learning emphasizes cases of training where both 
the training and the rules are explicit. Learning the rules of a game, or learn-
ing how to add, are paradigmatic examples. Here the learner is  told  the rule, 
and the teacher judges mistakes. Implicit rules are not learned in this way. 
Consider, for example, norms about conversational distance. In diff erent 
places, people have norms about how close to stand in a conversation, how 
much eye contact to make, and so on. If you have travelled, you know that 
these diff erences can be striking. By what process were these norms learned? 
Th e root of both of these problems about learning norms is that Winch 
conceived of norms as regularities to be internalized by the learner. It is not 
obvious how a learner could have access to enough data or the kind of train-
ing that would permit them to learn the norms of their community. 

 Practices Without Regularities 

 Proponents of practice theory have responded to the problems of community 
boundaries and gerrymandering by arguing that both are matters  internal  
to the community in question. Th e criticisms treat community boundaries 
and patterns of practice as if they were objective facts, independent of the 
judgments of community members. Th is is a mistake, argue proponents of 
practice theory. Whether 2 plus 123,012,112,354 equals 7 is a question to 
be settled by members of the community. Th ey will make this decision by 
looking at various examples of addition, rules that have been explicitly 
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formulated, and so on. If this new result is raised as a possibility, they will 
have to judge the best fi t of the new move in the old game. Th ere is no 
fact, external to and independent of this decision-making process, which 
makes their decision correct or incorrect. Th e problem of boundaries is 
similar. Boundaries are drawn from the inside: Whether speakers of Town 
Bemba are part of my language community depends on their responses to 
me and my responses to them. Th e critic is thus asking for more determinacy 
than is necessary. 

 Arguing that boundaries are drawn and new cases adjudicated from the 
“inside” of practices seems sensible, but it may not resolve the problems for 
practice theory. Th e idea that mathematicians just decide whether 2 plus 
123,012,112,354 equals 7 seems capricious. Moreover, it threatens to col-
lapse the diff erence between being right and seeming right, which is at the 
heart of the practice theoretic view of norms. Is  any  decision that the com-
munity of mathematicians makes the correct decision? If so, then there is 
no possibility of a mistake, and we no longer have a genuine norm. If not, 
then we need something else to serve as the standard for correctness. In 
either case, practice theory seems doomed. 

 Th e source of the trouble is, one might argue, the role assigned to fi xed 
patterns or regularities. Th e patterns of action in a community are taken to 
be a standard of comparison. My action is right or wrong, depending on 
whether it is like or unlike the standard. All four of the problems above 
arise out of taking normativity to be a matter of comparison to a community 
standard. Contemporary practice theorists such as Joseph Rouse (2007a, 
2007b) or Robert Brandom (1994) reject the idea that patterns of past 
practice make current action right or wrong. Following a rule is not a matter 
of replicating an existing pattern. Instead, we should think of norms as cre-
ated and maintained by the attitudes of individuals. Brandom calls them 
“normative attitudes,” signaling that this form of practice theory will not 
try to reduce normativity to something non-normative. Th e normative 
attitudes are manifested by responses to another’s action, by taking it as 
being correct or incorrect. 

 On this version of practice theory, what Rouse calls “normative practice 
theory” (2007a), the emphasis is on the interaction and relationships among 
individuals. While the attitudes are fundamental, the attitude of taking an 
action to be permitted (or not) may result in some sort of action. It may 
result in a compliment, for instance. Brandom argued that this response to 
the action is itself correct or incorrect, and its correctness is constituted by 
attitudes others take toward the respondent. A practice, then, is not a set 
of past actions, but an interlocking set of future attitudes toward a current 
action. It is not up to me whether my action follows a rule. It is up to the 
open-ended set of others who will judge my action, and judge those who 
judge me. Where Winch’s view is backwards-looking, the practice theory of 
Rouse and Brandom is future oriented. 
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 Explicit norms are linguistically formulated rules, regulations, or laws. 
Th ey arise when participants in the practice express the norms that are 
already implicit in their practice. For normative practice theory, the content 
of the explicitly formulated rule is not determined by any regularity of past 
practice. And for this reason, the problem of gerrymandering does not arise 
for normative practice theory. Rather, an explicit rule expresses the forward-
looking normativity implicit in the responsiveness of individuals toward 
each other. Once the rule is formulated, it becomes the object of further 
attitudes. What the rule means is worked out as individuals use it, and 
then criticize those uses. Normative practice theory thus agrees that deci-
sions about how to follow a rule are internal to a community, but the 
content of the rule is not determined by any particular decision. Moreover, 
because the underlying practice is constituted by attitudes of individuals 
toward each other, normative practice theory can treat communities as fl uid 
and permeable. An individual may be a member of many communities, 
depending on which others are taken as the proper subject of praise and 
criticism. 

 7.4 Reductionism and Naturalized Normativity 

 Normativism and Holism 

 How might a normativist respond to the views discussed in Sections 7.2 
and 7.3? A fi rst reaction might be that insofar as these views attempt to 
reduce norms to something non-normative, they fail. Accounts like Lewis’ 
or Bicchieri’s, which draw on decision theory and game theory, ultimately 
rely on instrumental rationality. A normativist might argue that, if successful, 
they only show that conventions and social norms can be reduced to indi-
vidually rational choices. Both fundamentally rely on the rationality of 
intentional action. Intentional actions are those done for reasons, and the 
normativist will argue that the relationship between reason and action is a 
normative one. Without instrumental rationality at the heart of these 
accounts, there is no sense in which one ought to follow a convention or 
social norm. Th erefore they only show that one sort of norm, a convention 
or social norm, can be reduced to another sort of norm, the rationality of 
intentional action. 

 A rational choice theorist might object to the normativist’s understanding 
of intentional action. Indeed, most social scientists do not understand deci-
sion theory or game theory as prescribing what people ought to do. In the 
aggregate, rational choice theory describes what people, in fact,  do.  As dis-
cussed in Section 5.3, rational choice theory does not have to be interpreted 
as describing individual decision processes. Evolutionary game theory (Sec-
tion 6.4) is even more explicit on this point. RCT can be used at a more 
general, population level where we abstract away from individual diff erences. 
Th ose who regularly and repeatedly fail to act in the ways predicted by 
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decision theory or game theory—for whatever reason—are not as successful 
as those who do. Th erefore, the naturalist might conclude, the accounts of 
convention and social norms that rely on rational choice theory do not rely 
on the normativity of intentional action. Th ey account for normativity in 
purely descriptive terms. 

 If the naturalist makes this move, the normativist might argue, then the 
game is over and the normativist wins. If the naturalist argues that rational 
choice theory is only descriptive, not prescriptive, then accounts like Lewis’ 
or Bicchieri’s are treating norms as nothing more than patterns of behavior. 
In this respect, the rational choice accounts of social norms would be just 
like Winch’s regularity-based practice theory. For both, the normativity is 
supposed to arise from the overall pattern of belief, attitude, or behavior. 
Th e normativist would regard this attempt at reduction as an utter failure, 
on the grounds that it is impossible to identify what one  ought  to do with 
what  most people  do. Th e barrier to such a reduction, as we saw in Sec-
tion 7.1, is that most people could be wrong. Gilbert made similar points 
about social norms in Section 7.2. What the norm prescribes may be dif-
ferent from what most people do. We saw how Bicchieri’s theory attempted 
to account for this feature of norms by making norms depend on attitudes 
and beliefs about conformity. Th e normativist will argue that this is no way 
out. Instead of a pattern of behavior, there is a pattern of beliefs and atti-
tudes. Th erefore, the normativist concludes, any appeal to regularities, no 
matter how sophisticated, is doomed to fail. 

 In making these arguments, the normativist seems committed to a form 
of ontological holism. Sophisticated patterns of interaction or complex 
conditional preferences are just more facts and cannot, according to the 
normativist, be identifi ed with what is correct or incorrect. Norms are 
therefore a distinct sort of thing, not the same as any set of beliefs, attitudes, 
or behaviors. Th e problem with this sort of view, the naturalist will respond, 
is that it makes norms explanatorily impotent. A norm makes an action or 
belief  correct;  it does not cause the action or belief to occur. Saying that it 
is correct to drive on the right in the U.S. cannot explain why most people 
do so. A causal element is needed to link the norm to the behavior. In Bic-
chieri’s account, for example, conditional preferences and psychological 
mechanisms provide the causal link. In Winch’s account, learning the regu-
larities does the job. Th erefore, the naturalist will conclude, if norms are 
not ontologically reducible, then they cannot be used in the explanation of 
social phenomena. 

 While this conclusion is troubling from the standpoint of the social sci-
ences, a consistent normativist might accept it. Th e consequence would be 
a strongly anti-naturalist stance. If social phenomena are thoroughly norma-
tive, then proper intellectual inquiry into human aff airs could not be modeled 
on any current science. It would ask very diff erent sorts of question, and 
probably look more like philosophy or political theory than any current 
social science. Th is is precisely the conclusion that normativists like Peter 
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Winch and Charles Taylor have drawn; the rule-constituted character of 
human behavior blocks any attempt to assimilate the social and the natural 
sciences. 

 Norms, Naturalism, and Supervenience 

 In Section 6.2 we encountered the idea of non-reductive individualism. Th is 
sort of view tries to split the diff erence between holism and individualism. 
Multiple realizability shows that we cannot identify social facts with indi-
vidual actions. At the same time, there are no social entities, only individuals. 
Social properties supervene on individual properties. Could appeal to super-
venience help sort out the issues about norms with which we have been 
concerned? 

 Th e central argument of the normativist is that where there are genuine 
norms, there must be a diff erence between what is correct and what most 
people do, say, or believe. A proponent of either the rational choice or 
practice theoretic account of norms might agree with this point. Sophisticated 
versions of both rational choice theory and practice theory think that they 
can make this distinction. For Bicchieri, a social norm exists when most 
people have the right sort of beliefs and expectations. Among these is the 
empirical expectation that others conform to the norm. Th is belief does not 
have to be  true,  it need only be widespread. Under these conditions, a norm 
can dictate behavior but not, in fact, be followed. For a normative practice 
theory, whether an action is correct according to the norm depends on the 
open-ended responses of others in the future. So, what is accepted now as 
correct may be rejected in the future. In these ways, both Bicchieri and a 
normative practice theorist can distinguish what is correct from what is 
merely commonly done. Both theories thereby accept one of the key ideas 
of normativism. 

 While both Bicchieri and a normative practice theory can distinguish 
between majority opinion and correctness, both make norms depend on 
the beliefs, attitudes, and actions of individual agents. Th ere can be no 
change in the social norm without some kind of change in the beliefs and 
expectations. Th is means that both approaches to norms can be understood 
as making norms supervene on individual beliefs, attitudes, and behavior. 
If we use the notion of supervenience to make sense of the relationship 
between norms and individuals, these views of normativity fi t the non-
reductive individualist view described in  Chapter 6 . Th ey are ontologically 
anti-reductionist, but do not postulate the existence of norms that are 
outside of the causal realm. Th ey are, then, naturalistic varieties of 
normativism. 

 An advantage of treating norms as supervenient is that it suggests a solu-
tion to the explanatory objection to normativism. Again, that objection is 
that if the normativist treats norms as a special sort of object outside of the 
causal realm, then appeal to norms cannot explain either why agents act as 



Social Norms 175

they do or why there are patterns of action in the community. However, if 
norms supervene on individual beliefs, attitudes, or actions, then norms are 
embedded in the causal realm. Th ere is no special problem about how norms 
motivate action. Th e issues are exactly those that arise when we use any 
social-level property in our explanation. Th e debate over normativism, then, 
shifts its ground to the problems of methodological individualism discussed 
in Section 6.3. 

 In Section 6.3, we encountered Kincaid’s suggestion that “some refer-
ence to individuals is a necessary condition for any full explanation of 
social phenomena” (Kincaid 1986, 493). Th e accounts of norms we have 
been discussing in this chapter permit us to fl esh out the ideas of “some 
reference” and “full explanation” in a way that would make explanation 
by norms acceptable to a moderate explanatory individualist. As an exam-
ple, recall the way that Goldstone’s explanation of revolutionary behavior 
invoked norms (Section 6.1). Th e free-rider problem is solved at the 
individual level because individuals are part of institutions like churches, 
trade unions, and schools. Th ese institutions have norms that obligate 
the individuals to do as the institution requires. When the trade union 
supports a general strike, individuals are required by the union rules to 
stay away from work. Notice that this cannot be treated as a strongly 
individualist explanation without losing the power of Goldstone’s theory. 
If each individual were simply weighing the cost of sanctions against the 
benefi t of the revolution, the free-rider problem would reappear. Hence, 
norms are essential to Goldstone’s account: the workers stay home because 
the union rules oblige them to. Both Bicchieri and the practice theorist 
have an account of how these union rules are related to the beliefs, atti-
tudes, and actions of individuals. Interpreted as non-reductive forms of 
individualism, they make reference to individuals without reducing norms 
to individual attitudes. Goldstone’s appeal to norms is explanatory on 
this view, and it arguably satisfi es the demands of a moderate explanatory 
individualism. 

 Prospects for Naturalized Normativity 

 Th e notion of supervenience provides a way for the accounts of norms in 
Sections 7.2 and 7.3 to respect some of the points of the normativist argu-
ments. At the same time, it permits a non-reductive individualist stance on 
the question of reductionism, treating norms as supervening on individual 
belief, attitude, and action. Th ese views close the gap between “is” and 
“ought” in the sense that their accounts use only psychological, biological, 
or evolutionary resources. Supervenience also lets the social scientist adopt 
a moderate version of methodological individualism. It is possible, therefore, 
to hold a normative naturalism: Th e social sciences must make reference to 
norms in accounting for social phenomena, but doing so does not require 
commitment to entities which are outside of the causal order. Social scientifi c 
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explanations need not be dramatically diff erent from natural scientifi c expla-
nations, even when they involve normativity. 

 Th e staunch normativist would probably remain unsatisfi ed with the 
arguments above. Th e hard question, he or she will say, remains unanswered: 
In virtue of what do such norms establish  correctness?  A normativist might 
appeal to Moore’s open-question argument (discussed in Section 7.1), argu-
ing that since this question arises, the proposed naturalizations must fail. 
Th e dissatisfaction of a staunch normativist with the supervenience solution 
highlights the deeply anti-naturalist roots of some thinking about normativ-
ity. For many philosophers, norms represent the last bastion in the defense 
of human uniqueness. Th e irreducibility of “ought” to “is” marks a gap 
between the human and natural world. Social scientifi c attempts to appeal 
to norms must fail if they take norms to be anything but a  sui generis  feature 
of the social world. Th e views canvassed in Sections 7.2 and 7.3, however, 
do not share this pessimism. As we have seen, recognizing that a bit of 
behavior is correct according to the local customs has little or no explanatory 
value unless it is accompanied by some account of how the individuals go 
about applying or responding to the social norms. Th e social sciences that 
appeal to rules, conventions, customs, or social norms have therefore devel-
oped sophisticated conceptualizations of norms. Social science seems bound 
to disenchant the social world by developing theoretical conceptualizations 
of what social norms are. 

 Th e naturalist accepts social scientifi c disenchantment. In this chapter, we 
have seen two ways in which the naturalist may proceed. We encountered 
the fi rst in Section 7.1 where we discussed Turner’s “Good Bad Th eories.” 
According to Turner, the failure of normativism means that when social 
scientists attribute social norms to a group, they are attributing false beliefs. 
Since norms do not exist, saying that a bit of behavior is correct (according 
to a social norm) is false. Nonetheless, possessing false beliefs explains how 
humans are able to coordinate their behavior. Turner’s naturalism thus accepts 
the normativist conception of norms as  sui generis,  but contends that there 
is no such thing. Th e accounts of social norms we saw in Sections 7.2 and 
7.3, by contrast, reject the normativist conception of norms. Both the 
rational-choice and practice theoretic accounts articulate the conditions 
under which a norm can be said to exist in a community. When a norm 
exists, it determines whether particular inferences or actions are correct. 
Unlike Turner’s form of naturalism, these naturalized accounts of normativity 
treat local beliefs about what ought to be done as sometimes true. 

 For naturalists of all sorts, social scientifi c theorizing about norms remains 
an important topic of philosophical exploration. Th ere is a rich variety of 
theories about the character of social norms and their cognitive, biological, 
or evolutionary basis. For a naturalist, these are the basis for thinking in 
new ways about what it means for something to be correct, just, or rational. 
Th e deep importance of these concepts for our self-conception guarantees 
that debates over their character will remain lively. 
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 7.5 Chapter Summary   

 How should we understand the appeal to rules and norms in social scientifi c 
theories? Normativists who take a strong stance on this question argue that 
norms cannot be reduced or naturalized without losing their distinctive 
features. Th e fact that humans are responsive to what they ought to do, 
while non-humans are not, shows that there is an important diff erence 
between the natural and the social world. Philosophers have long held that 
“ought” cannot be reduced to “is,” which suggests that the diff erence between 
the natural and social worlds is an unbridgeable gap. Philosophers in this 
tradition, which is often aligned with interpretivism, argue that norms force 
the social sciences to understand social phenomena in very diff erent terms 
than the natural sciences. 

 When social scientists articulate conceptions of normativity, the analyses 
are typically reductionist and naturalistic. Philosophical naturalists have had 
two kinds of response to the social scientifi c disenchantment of the world. 
Turner’s “Good Bad Th eories” represent the fi rst. Turner treats social scientifi c 
theories as replacing talk of norms and rules with non-normative social 
scientifi c terminology. Institutions and practices are governed by representa-
tions of rules—public statements or private beliefs—but these representations 
do not refer to real norms. Th ey are practically useful, but representationally 
empty. Th e second response treats talk of norms as referring to community-
wide patterns of action. Lewis’ account of convention treated conventions 
as salient equilibria of coordination problems. Bicchieri combined the 
resources of game theory with some cognitive psychology to account for 
social norms. Th e practice theorists also made norms depend on the actions 
and attitudes of individuals, though they eschewed the commitments of 
rational choice theory. Th ese approaches can be understood as naturalistic 
insofar as they conceptualize norms and normativity in psychological or 
evolutionary terms. Norms are not something that stands outside of the 
causal order. Drawing on the discussion of reductionism in  Chapter 6 , we 
saw how the concept of supervenience could be used to articulate a non-
reductive individualism about normativity. 

 In the last three chapters, we have assumed that intentions are properties 
of individuals. Th ere is a class of actions where this assumption seems to 
fail. In a joint action, two or more agents do something together that neither 
can do alone. In the next chapter, we will look at examples where a team 
is trying to win the game, a couple is dancing together, or a parliament is 
passing a bill. Th ese actions do not resolve neatly into the actions of indi-
viduals because the intentions are apparently not individual intentions.  I  
cannot intend to win the World Cup, but  we  can. How are such joint 
intentions to be understood? Do joint intentions provide the resources to 
analyze and explain social institutions, events, and practices? And do joint 
intentions provide a diff erent reason for thinking that the social sciences are 
ontologically or epistemologically unique? 



178 Social Norms

 Discussion Questions 

 1. Find several examples of social phenomena that we would naturally 
call “conventions.” Apply Lewis’ defi nition to them. Do the exam-
ples you have found solve coordination problems? Do they require 
regularities? Are they in the interest of all who participate? 

 2. Consider the Guala and Mittone experiment in the light of Bic-
chieri’s account of social norms. Can Bicchieri’s account explain 
why people do not act in a thoroughly selfi sh way? 

 3. What is the status of the principle of instrumental rationality on 
Lewis’ and Bicchieri’s accounts? Is it a norm, as Winch and 
Davidson argued? Or is it a law, as Hempel argued? What are 
the consequences of diff erent answers for the issues of reduction-
ism and naturalism? 

 4. In Section 7.4, we surveyed four objections to Winch’s conception 
of norms. Can a practice theoretic account of norms be modifi ed 
so as to rebut these objections? Do any of these objections also 
apply to the views presented in Sections 7.2 or 7.3? For example, 
are Bicchieri’s norms subject to the gerrymandering problem? 

 5. In Section 6.4 we discussed an account of how norms might arise 
through evolution. How do the two kinds of philosophical account 
of norms discussed in Sections 7.2 and 7.3 fi t with that evolu-
tionary explanation? Is one more amenable to an evolutionary 
framework than the other? How would a rational choice or a 
practice theory account of norms need to be modifi ed to be 
consistent with an evolutionary account like Richerson and Boyd’s? 

 Further Reading 

 Th e gap between “is” and “ought” has been extensively discussed in moral 
philosophy. Some of that literature bears on problems of understanding 
action, and thereby overlaps with the philosophy of social science. Some 
important essays from this literature are Black, “Th e Gap Between ‘Is’ and 
‘Should’” (1964), Searle, “How to Derive Ought from Is” (1964), and von 
Wright, “Is and Ought” (1986). 

 Lewis’  Convention  (1969) is a classic to be read by anybody interested in 
the issue of normativity. Cubitt and Sugden (2003) provide an updated 
reformulation of Lewis’ view. Gilbert has argued at length against Lewis’ 
analysis and provided an alternative account in  Chapter 7  of  On Social Facts  
(Gilbert 1989) and the essays collected in the fi rst part of Gilbert (1996). 
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See also Guala, “Th e Normativity of Lewis Conventions” (2013), and Mar-
mor’s  Social Conventions: From Language to Law  (2009). 

 Elster argues against the idea that norms are always benefi cial, and his 
account relies on emotion in interesting ways. See Elster,  Explaining Social 
Behavior: More Nuts and Bolts for the Social Sciences  (2007) and “A Plea for 
Mechanisms” (1998). 

 Bicchieri’s  Th e Grammar of Society  (2006) is perhaps the best available 
account of social norms that relies on the resources of game theory. Gintis 
extends Bicchieri’s and Lewis’ views in interesting ways in “Social Norms as 
Choreography” (2010). See also Skyrms and Zollman, “Evolutionary Con-
siderations in the Framing of Social Norms” (2010), and Nichols, “Emotions, 
Norms, and the Genealogy of Fairness” (2010). 

 Practice theory in the philosophy of social science is indebted to the fi rst 
two chapters of Winch’s  Th e Idea of a Social Science  (1958). Kripke’s  Witt-
genstein on Rules and Private Language  (1982) contains an important critique 
of a view like Winch’s. Turner’s  Th e Social Th eory of Practices  (1994) is an 
extensive critique of both philosophical and social scientifi c appeals to prac-
tice. See also Roth, “Mistakes” (2003), and Henderson, “Norms, Normative 
Principles, and Explanation: On Not Getting Is from Ought” (2002). Con-
temporary revival of practice theory in philosophy is largely due to Brandom’s 
 Making it Explicit  (1994), and Rouse’s  How Scientifi c Practices Matter  (2002) 
is also important. See Schatzki, Knorr Cetina, and von Savigny (eds.),  Th e 
Practice Turn in Contemporary Th eory  (2001), for an exploration of the issues 
and Rouse’s “Practice Th eory” (2007a) for an overview of the state of the 
debate. Turner and Rouse debate the issue in Rouse (2007b) and Turner 
(2007). Turner’s  Explaining the Normative  (2010) argues against normativism 
more broadly and systematically.     



 When a football team wins a game, there is a clear sense in which a group 
has done something that no individual can do. Pelé may have scored the 
winning goal, but to say that Pelé won the game is a metonym. Even if the 
great Pelé dribbled past the whole opposing team and scored the game’s 
only goal, Pelé’s  team  won the game. Similarly, it is only as a whole that 
parliaments pass legislation, orchestras perform, nations arrange treaties, and 
corporations go bankrupt. So far, our discussion of the ontology of the social 
world has focused on social entities like orchestras and legislatures. We get 
a diff erent perspective when we shift the focus from social entities to social 
actions, from orchestras to orchestral performance. Standard accounts of 
action theory treat individual performances as the primary kind of action. 
Game theory shows how to aggregate the actions of individuals into stable 
patterns, but these remain actions of individuals. However, a crowd of people 
boards a train in a very diff erent sense than Congress passes a bill. What is 
collective, joint, or group action? Is it reducible to individual actions, or is 
there something more? 

 Th ere are three broad approaches to the analysis of joint action. Th e fi rst 
treats groups as a special kind of agent. When we say that Congress passed 
a bill, on this view, we are speaking literally of a single entity—Congress—
and attributing an action to it. Th e members of Congress have done some-
thing together, and by doing so they have constituted themselves as a 
collective agent distinct from any individual. In Section 8.1, we will begin 
by considering the “team reasoning” program proposed by economists Robert 
Sugden and Michael Bacharach. When a strategic interaction is framed as 
a team problem, each player chooses what is best for the group. Th is treats 
groups as agents in the sense that the group has a utility function that is 
diff erent from the utility functions of the individuals. In philosophy, Margaret 
Gilbert and Phillip Pettit have been proponents of treating groups as col-
lective subjects of intention, belief, and value. 

 Th e two alternative approaches to joint action reject the idea that groups 
are a special kind of agent. On these views, only individual humans are 
agents. Th e special character of joint action is to be found in the intentions, 
and the two alternatives to collective agency diff er in their analysis of joint 

 8   Intentions, Institutions, and 
Collective Action 
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intention. In Section 8.2, we will begin by looking at Michael Bratman’s 
analysis. Of the three approaches to joint action, Bratman’s is the most 
thoroughgoing in its individualism. When I say “We intend to win the 
World Cup,” it means that  I  intend for  us  to win. Th e philosophical work 
is focused on understanding how I can have an intention that reaches out 
to things that I cannot control (e.g .  that  we  win). Philosophers like John 
Searle and Raimo Tuomela reject Bratman’s approach as too individualistic 
to explain joint action. While Searle and Tuomela agree with Bratman that 
only individual humans are agents, they think that joint action takes a special 
kind of mental attitude. When we intend to win the World Cup, each of 
us has a special sort of intention, a so-called “we-intention.” In Section 8.2, 
we will explore the debate about I-intentions and we-intentions. 

 Joint actions are those where something is done that cannot be done by 
a single person. Some joint actions involve small groups and fl eeting inten-
tions, such as moving a piano or playing a duet. Others involve institutions, 
such as winning the World Cup or declaring war. What is the relationship 
between the joint actions of small, face-to-face groups and social institutions? 
Could we “build” social institutions out of the joint actions of individuals? 
At fi rst look, there seems to be an enormous gulf between playing a duet 
together and a corporation going bankrupt. After all, the fi rst is plausibly 
something that we intend to do, while the second is probably not something 
that anyone intended. Social groups seem to “do” things that are not intended 
by any individuals. In this way, the actions of institutions seem quite dif-
ferent from a joint action like moving a piano. In Section 8.3, we will discuss 
John Searle’s attempt to bridge joint action and large-scale social institutions 
with we-intentions. His account depends on a particular notion of  function,  
and our discussion of Searle’s social ontology will thus continue the discus-
sion of functions and functional explanation begun in Section 6.4. 

 8.1 Agency and Collective Intentionality 

 Team Reasoning 

 We saw in  Chapters 6  and  7  that humans’ remarkable cooperative tendencies 
are fascinating for social scientists as well as philosophers. Within a rational 
choice framework, one way to explain cooperation is to argue, as Bicchieri 
did, that norms change individual preferences. New preferences transform 
the strategic situation from a prisoner’s dilemma (or other mixed-motive 
game) to one where the cooperative choice is the best for each. It may have 
seemed to you that this solution is a bait-and-switch: rather than explain 
why we cooperate in spite of the cost, Bicchieri’s account tells us that coop-
eration is not really costly at all. I may forego the benefi ts of a free ride, 
but in my personal utility calculus (as reconstructed by Bicchieri) I really 
don’t want that free ride anyway. On the contrary, one might think that 
some situations are genuine dilemmas. Sometimes, following a norm or 
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acting with a group requires an individual to sacrifi ce. Th e sacrifi ce is real, 
even if the social group is better off  for it. Th e hard cases of cooperation to 
explain are those where my interest confl icts with what is best for the group, 
yet I choose what is good for the group anyway. 

 Cases where the good of group trumps individual preference are not dif-
fi cult to fi nd. Consider Robert Sugden’s example: 

 When my family discusses how we should spend a summer holiday, we 
start from certain common understandings about our preferences. We 
prefer self-catering accommodation to hotels, and hotels to campsites. 
We prefer walking and looking at scenery and wildlife to big-city sight-
seeing and shopping. When it comes to walks, we prefer walks of six 
miles or so to ones that are much shorter or much longer. 

 (Sugden 2000, 175) 

 As Sugden goes on to say, these family preferences are not the same as any 
individual preferences.  He  prefers longer hikes and less shopping than others 
in his family. In this sort of case, “We prefer  x  to  y ” may be true while “Each 
of us prefers  x  to  y ” is false. Th e experience of being part of a group and 
subordinating one’s own preferences to the group preferences is quite familiar. 
Indeed, one of the interesting things about humans is our very strong group 
orientation. It is well-known from experimentation with strategic interactions 
that when subjects are prompted to think of a mixed-motive game as a 
problem for a group, cooperation increases. Th is remains true even when the 
groups are arbitrary and the subjects  know  that they are arbitrary. Th ere is 
no honor among thieves, apparently, until the thieves form a union. 

 In standard rational choice theory, all preferences are individual in the 
sense that they are reasons for individual action. As we have noted, individual 
preferences need not be selfi sh. While I value the health and wellbeing of 
my family members, this remains  my  value because these values infl uence 
my choices. In a strategic interaction, standard game theory treats each 
individual as having an ordered set of preferences, or utility function. Th e 
outcome of each combination of actions is a utility for each player. In normal 
form representations of games, this means that there are two or more utility 
values in each cell of the table, one value for each player. By contrast, to 
think of  the group  as having preferences means that we have to defi ne a 
utility function for the group. Each possible combination of individual 
actions would have a  single  utility. 

 Consider, for example, what a prisoner’s dilemma might look like if we 
used group preferences rather than individual preferences. On the standard 
representation of a prisoner’s dilemma (Figure 5.5), the strategy {Defect, Defect} 
dominates. Th e reasoning is conditional:  If  my opponent cooperates, then my 
preferred choice is to defect;  if  my opponent defects, then my preferred choice 
is still to defect. If we think in terms of team or group preferences, then the 
question is not “What is best for me?” but “What is best for us?” Th e game 
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might be represented as   Figure 8.1  . As before, this is a game between two 
players. And as before, we are representing ordinal utilities, with higher num-
bers better than lower numbers. But now there is only one value in each cell. 
Th at number represents the utility for the group composed of Smith and 
Jones. Represented in this way, the best choice for each player is to cooperate. 
Notice that this is the best choice only when the player is thinking of him or 
herself as a member of the group. Th e confl ict between group and individual 
preferences is represented by the two ways of framing the problem. Th inking 
about what to do as an individual, the best option is to defect; thinking about 
it as a member of the group, the best option is to cooperate. Notice also that 
the reasoning is no longer conditional in the same way. Because there is only 
one payoff  (the group payoff ), each player has the same motivation. I don’t 
need to calculate my best play, given the payoff s for the other player(s). As a 
member of the team, I choose what is best for the team.  

 Th inking in terms of group utilities raises at least three interesting issues. 
First, how are the group utilities to be determined? In the example above, you 
might have wondered why the strategies of {Cooperate, Defect} and {Defect, 
Cooperate} have lower utility than {Defect, Defect}. Could it be better for 
the group if one member goes free? Perhaps; it depends on how we tell the 
story. A full-blown theory of team reasoning will have to specify some way 
of ranking the group preferences. Th is raises the second issue. A full-blown 
theory of team reasoning will have to articulate the relationship between 
individual preferences and group preferences. Th is second issue touches on 
the larger questions of reductionism, which we have been exploring in  Chap-
ters 6  and  7 . Since group and individual preferences may diff er, we would 
not expect any simple and direct connection between them. As a result, theories 
of group preference are likely to be holist in one sense or another. 

 Th e third issue is, perhaps, the fundamental one: What constitutes a group, 
and what determines whether an individual is a member? Granting the 
existence of a group, it makes sense to say that a group can go on a hike 
and get benefi ts from doing so. And if a group can go on a hike, then it 
makes sense to say that the group prefers six-mile hikes to ten-mile hikes. 
Yet, the existence of a group is a lot to grant. It invites us to think of a 
group mind that somehow determines my preferences and actions. Th at 
seems like an implausibly strong form of holism. Th e problem, then, is to 
fi nd a way to understand group agency and action. 

Jones

Cooperate Defect

Smith
Cooperate 3 1

Defect 1 2

  Figure 8.1  Th e Prisoner’s Dilemma (Team Version) 



184 Intentions, Institutions, and Collective Action

 Joint Commitment 

 Individualism and holism, especially in their ontological forms, present 
something of a dilemma. As we saw in Section 6.1, philosophers and social 
theorists have been reluctant to follow Durkheim and treat social groups as 
special kinds of objects. And a strictly individualist alternative has often 
seemed equally unpalatable. Th e early-twentieth-century sociologist and 
philosopher Georg Simmel proposed a middle way. Simmel emphasized the 
importance of interpersonal relationships, and saw social wholes as emerging 
from more intimate forms of human interaction. 

 Societal unifi cation needs no factors outside its own component ele-
ments, the individuals . . . the consciousness of constituting with the 
other a unity is actually all there is to this unity. Th is does not mean, 
of course, that each member of a society is conscious of such an abstract 
notion of unity. It means that he is absorbed in innumerable, specifi c 
relations and in the feeling and the knowledge of determining others 
and of being determined by them. 

 (Simmel 1971 [1908], 7) 

 Simmel was reaching for a kind of unity that does not resolve into a col-
lection of individuals; at the same time, there is no extra thing that is “the 
group” over and above the individuals. Simmel’s view is similar to non-
reductive individualism, which also attempts to split the diff erence between 
individualism and holism. Th e diff erence between them is that non-reductive 
individualism does not regard the individuals as changed by the properties 
that supervene on the aggregate of individuals. Th e “consciousness” of each 
other—their attitudes, beliefs, feelings, and behavior toward each other—
determines whether a number of individuals form a group. Each “determines” 
the others and is “determined by them.” For Simmel, much more than for 
the non-reductive individualist, becoming part of a group makes a diff erence 
to the agent. 

 Simmel’s suggestion is fascinating, but it needs elaboration and specifi ca-
tion. What does “determine” mean? What sort of “consciousness” is required 
for the formation of a group? No one has done more to develop the ontology 
of social groups in Simmel’s tradition than Margaret Gilbert. In a series of 
books and essays beginning with  On Social Facts  (1989), Gilbert has articu-
lated criteria for the existence of social groups. On her view, social groups 
are “plural subjects,” and are analogous in many ways to individual subjects. 
Like individuals, plural subjects can have beliefs and intentions; they can 
act. At the heart of Gilbert’s view is the notion of a  joint commitment.  

 To get a grip on “joint commitment,” let us begin with personal com-
mitments. Suppose I tell myself that I am going to start doing an exercise 
routine every morning. If I’m serious about this intention, we might say 
that I made a commitment to exercising. Th is commitment is similar to, 
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but not the same as, a promise. Like a promise, a personal commitment 
involves some kind of obligation. If I fail to exercise, I will feel like I have 
let myself down. Unlike a promise, I need not have told anyone about my 
commitment. It may be entirely private and personal. Also, unlike a promise, 
I can rescind my personal commitment at any time. A distinctive feature of 
joint commitment, according to Gilbert, is that a joint commitment cannot 
be individually rescinded. Suppose we have committed to exercising together 
every morning. If I wake up one morning and decide not to continue, then 
I am not merely capricious; I have let you down. It would be appropriate 
for you to rebuke me. Th e fact that you have standing to criticize me, Gilbert 
argues, shows that joint commitments entail obligations to the other parties. 
In her notion of joint commitment, Gilbert is highlighting the common 
experience that working together toward a common goal is more binding 
than an individual commitment to do so. (And this is why it helps to have 
an exercise buddy.) 

 When several people form a joint commitment, they commit to doing 
the action together, or as Gilbert sometimes says, “acting as a body.” Th is 
means, at a minimum, that the parties have adopted a goal. Insofar as the 
parties are jointly committed toward achieving this goal, it is not the goal 
of any party as an individual. It is, like the team reasoning discussed above, 
the goal of the group. A joint commitment to act may also mean that we 
have established specifi c roles that will help us achieve our joint goal. In 
other contexts, we might be more improvisational about how we will coor-
dinate our individual contributions. 

 Joint commitments require mutual knowledge. I cannot make a joint com-
mitment alone. Doing so would seem to bind  you  to my decisions without 
your consent. In a joint commitment, then, other parties must know that the 
commitment is being undertaken, and each of us must know that the other 
parties are aware. In the clearest case, joint commitments arise through explicit 
agreement. For example, suppose we decide to clean the apartment together 
by saying, “Let’s clean the apartment.” Th is statement expresses a willingness 
to adopt the goal of cleaning the apartment. If both parties express such 
willingness, and each recognizes that the other is doing so (mutual knowledge), 
then the joint commitment is in place. Of course, as Gilbert realizes, many 
joint commitments arise without explicit agreement. We may fi nd ourselves 
working toward a common goal, and the mutual realization may have dawned 
slowly on us. In such cases, Gilbert contends, we are jointly committed just 
as if we had explicitly agreed to pursue the goal together. 

 Implicit joint commitments are the source of a challenge to Gilbert’s view. 
Joint commitment requires mutual knowledge, so what is the role of mutual 
knowledge in implicit joint commitments? Is the mutual knowledge implicit 
too, or is it recognized by the parties? If the mutual knowledge is explicit, 
then the commitment is “implicit” only in the sense of having been formed 
non-verbally. Th is makes sense of examples where the plural subject is formed 
by eye contact or gesture. Yet treating implicit commitments in this way means 
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that all parties to the commitment must be conscious of it. Th is does not 
seem to do justice to many of the social groups of which we are part. On the 
other hand, treating the mutual knowledge as hidden or unconscious robs the 
notion of mutual knowledge of its point. Mutual knowledge adds an element 
of consent to joint commitment and it turns the commitment into a reason 
for action. It is diffi  cult to accept the idea that I might be bound to obliga-
tions fl owing from a joint commitment which I do not recognize. 

 As we have already seen, one of the features of group goals and group 
actions is that they may run contrary to the goals and interests of an indi-
vidual. Is it possible, on Gilbert’s view, to have a joint commitment that is 
not consistent with individual preferences? Gilbert’s view is strongly anti-
reductionist, and she argues that the attitudes, intentions, and actions of a 
plural subject are not composed from individual attitudes, intentions, or 
actions. To motivate the idea, she tells the following story: 

 Th e parties are Ned and Olive, and Olive is speaking: ‘‘Our plan was 
to hike to the top of the hill. We arrived at the hill and started up. As 
he told me later, Ned realized early on that it would be too much for 
him to go all the way to the top, and decided that he would only go 
half way. Th ough he no longer had any intention of hiking to the top 
of the hill, he had as yet said nothing about this to me, thinking it best 
to wait until we were at least half way up before doing so. Before then 
we encountered Pam, who asked me how far we intended to go. I said 
that our intention was to hike to the top of the hill, as indeed it was.’’ 

 (Gilbert 2009, 171–2) 

 Gilbert regards Olive’s remark as entirely consistent: We intended to climb 
the hill, but Ned did not. Indeed, she adds that Olive may have been in 
the same situation as Ned. Perhaps neither intended to climb the hill indi-
vidually, but as a plural subject they intended to climb the hill. If so, then 
Ned and Olive must have formed a joint commitment. 

 One might wonder whether Gilbert’s plural subjects can really support 
joint intentions that are contrary to individual intentions. In the story about 
Ned and Olive, it is important that they had not yet spoken about their 
changing ideas. If they did so, the joint intention might have changed from 
an intention to reach the top to an intention to just go halfway. But joint 
commitments need not be explicit. So, did the joint intention change tacitly 
when Ned and Olive changed their individual intentions? Much depends 
here on the notion of mutual knowledge, which as we have already seen is 
problematic in cases where the joint commitment is tacitly formed. Moreover, 
one might wonder whether the initial joint intention could have been formed 
at all if neither Ned nor Olive had intended to climb to the top at the 
beginning. Gilbert remarks that “in the basic case,” each party is “personally 
ready for [the commitment], and that he expresses this readiness” (Gilbert 
2009, 180). Willingness on the part of each party seems appropriate for 
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Gilbert’s type of account; it would seem irrational to enter a joint commit-
ment that is contrary to a person’s interests. But at the same time, this means 
that group intentions cannot deviate dramatically from individual intentions. 
Gilbert’s plural subjects do not seem to be a good solution to the hard 
problems of cooperation. 

 On Gilbert’s view, social groups, institutions, and practices are constituted 
by a web of joint commitments. Th ese will include joint decisions to work 
toward particular goals, joint intentions to act, joint beliefs about the local 
environment, and so on. When a group is constituted, it is a genuine agent. 
Gilbert argues that the “we” in a sentence like “We are exercising” refers to 
a plural agent, and it is the proper subject of intention, belief, and action. 
A joint commitment changes each individual; they have new goals, motiva-
tions, and obligations as part of the group. In Simmel’s language, each party 
to a plural subject is determining the others and is determined by them 
insofar as they have entered into joint commitments. On Gilbert’s analysis, 
joint commitments are not individual properties. Th erefore, social groups 
cannot be identifi ed with any set of individuals or individual properties, 
even if conceptualized in terms of supervenience. At the same time, the 
analysis does not postulate a new sort of object. When two people jointly 
commit to an exercise regime, no third object has come into being. 

 Group Agency 

 Plural subjects are the agents of joint actions according to Gilbert’s view. One 
might wonder about the notion of “agency” that is being invoked here. Are 
plural subjects agents in the same sense that an individual human is an agent? 
If not, then plural subjects “act” only in a metaphorical sense. So, what is an 
“agent”? How do we distinguish between things that act and things that are 
only acted upon? Daniel Dennett argued that instrumental rationality informs 
the simplest and most basic form of the concept of an agent (Dennett 1971). 
An agent is a system that gathers information about its environment (that is, 
it has something like beliefs) and has goal-directed actions. Th e agent’s ratio-
nality connects the information and goals to the action: An agent acts  because  
the action is the best way to achieve the goal in the present environment. 
Using this conception of agency, we can treat many things as agents: not only 
other animals, but also chess-playing computers and the GPS system in your 
car. However, while these beings are pretty sophisticated, it is probably an 
overstatement to call them all “agents” in the same sense as human beings are 
agents. In these simple, agent-like systems, the relationship between belief, 
goal, and action is too simple and mechanical. Th ey have no process for draw-
ing inferences, judging consistency of diff erent goals, or evaluating the evidence 
for their beliefs. To exclude chess-playing computers and GPS systems, full-
blown agency must require processes of inference and evaluation. 

 Gilbert argues that plural subjects have joint goals and joint beliefs. Th ey 
thereby must satisfy Dennett’s minimal conditions for agency. But one might 
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wonder whether every plural subject formed by joint commitment (even 
explicit joint commitment) would also satisfy the slightly higher bar that 
excludes GPS systems. Consider one of Gilbert’s favorite examples, walking 
together. Imagine that John and Sally happen to meet on the street. Th e 
two are friends, and it turns out that both are going to the library. Imagine 
Sally says, “Let’s walk together to the library,” and John agrees. Th is explicit 
statement and its acknowledgement create mutual knowledge. Under this 
circumstance, it makes sense to think of the pair as having the joint goal 
of walking together to the library. As they go, they will certainly gather 
information about their environment. Granting that these are joint beliefs 
(which would need some more argument to establish), the pair is at least a 
minimal agent. On the story so far, however, there are no processes in place 
by which this “agent” can decide among competing goals, respond to new 
evidence, or draw inferences about diff erent possible means. 

 Th e lack of a suffi  ciently rich decision-making or information-processing 
capacity is made vivid by Gilbert’s claim that failure to continue to walk 
together is the violation of an obligation created by the joint commitment. 
She writes: 

 Suppose you and I are walking together . . . You begin to lag behind. 
Failing some special circumstance, both of us will understand that it is 
perfectly reasonable for me to rebuke you for this in some way. Th us, 
I might turn and say in a mildly rebuking tone, “Hey it’s hard for me 
to walk so slowly!” 

 (Gilbert 1997, 24) 

 Th e laggard might object that no agreement had been made as to how fast 
we were to walk, or how to respond to the circumstance that there is a stone 
in his shoe. Without some sort of process in place for working out joint 
solutions to these kinds of issue, the obligations entailed by the joint com-
mitment are radically underspecifi ed. When presenting this example, Gilbert 
typically suggests that the appropriate response to the problem of one person 
lagging behind is that the parties talk. Fair enough, but this introduces new 
requirements for joint action in addition to the simple joint commitment. 

 To see what group agency requires over and above joint commitment, 
consider that not just any communication between the walkers will suffi  ce. 
If one party uses threats and bullying to force the other to act, then it no 
longer seems to be a case of  joint  action. Th e parties to a joint commitment 
to act need some process to reach fair and rational decisions. Christian List 
and Philip Pettit have argued that no process of individual aggregation of 
preferences, such as a majority vote, will produce appropriate group decisions 
(List and Pettit 2011). Where there are multiple issues to be decided, simple 
majority votes can lead to incoherence. Imagine, for example, that our walk-
ers are joined by a third, Fred, who is also going to the library but is less 
pressed for time. Th ey agree to walk together. If they are to get to the library 
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by 1.00 (and thereby have suffi  cient time to study), they have time for one 
stop. Th ey might stop for coff ee, or they might stop to shop. John wants 
to shop, Sally wants coff ee, and Fred wants to do both (and is willing to 
forego studying). A majority, then, wants it all—shopping, coff ee, and get-
ting to the library on time—but that solution is impossible. John, Sally, and 
Fred need a diff erent way to decide as a group what to do. 

 Voting procedures are an important topic of inquiry in philosophy and 
political science. Th e details are well beyond our scope here, and fortunately 
the lesson does not depend on the details. In order to count as a proper 
group agent, the group needs processes for reasoning and critically engaging 
its reasons, goals, and evidence. When such processes are in place, we have 
a much clearer idea about how to resolve the problems that arise when 
individual intentions or preferences are diff erent from the group’s. Th e 
consequence, however, is to raise the bar for what kind of system counts as 
an agent. List and Pettit argue that properly constructed social systems can 
count as genuine agents. However, it is equally clear that not every plural 
subject constituted by joint commitment is a proper agent. In the richer 
sense of agency appropriate to intentional action, mere joint commitment 
(and thereby Gilbert’s plural subjects) is insuffi  cient. If this conclusion is 
accepted, then a diff erent approach to joint action is needed to account for 
those cases of joint action that are simpler and more common. 

 8.2 Joint Intentionality 

 Cooperation Again: Ontogeny and Development 

 We have had several occasions to remark that both common sense and social 
scientifi c research confi rm that humans cooperate in altruistic ways. Sec-
tion 6.4 sketched a contemporary evolutionary account of the evolution of 
cooperation where it was proposed that cooperative tendencies co-evolved 
with culture. What are the distinctive psychological capacities that make 
humans so cooperative? One way to approach this question is through 
comparative studies. Michael Tomasello and his collaborators have conducted 
a variety of studies that compare the development and cognitive abilities of 
human children with the development and abilities of chimpanzees. 

 Tomasello and his colleagues argue that humans and chimpanzees share 
many social skills. But where chimpanzees and other great apes use these 
skills individually, humans do so in a way that requires sharing attention 
and recognizing joint goals. For example, chimpanzees will follow the direc-
tion of another’s gaze. Th ey use this information in ways that suggest an 
understanding that the looker is (or is not) seeing an object in the environ-
ment: “they pursue contested food only if a dominant [chimpanzee] cannot 
see it, and they visually conceal their approach to contested food if there is 
a dominant competitor nearby” (Tomasello and Carpenter 2007, 121). 
Human children go beyond these capacities to promote joint attention. In 
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joint attention, both parties are experiencing something with the awareness 
that they are doing so together. Experimentation has clearly established that 
children as young as one year old actively establish and maintain joint atten-
tion with adults. A consequence, Tomasello argues, is that chimpanzees do 
not point to objects in the way that human children do. Th at is, while 
chimpanzees gesture to communicate, they do not draw another’s attention 
to an object, and they do not understand the communicative value of 
another’s pointing to do so. Tomasello contends that this is because chim-
panzees are not capable of establishing joint attention. 

 Th e diff erences between humans and the great apes extend to social activi-
ties. Chimpanzees engage in complex social activities like group hunting. 
Because they do not establish the common ground of activity with joint 
attention, however, these group activities remain individualistic. While the 
interpretation is still controversial, groups of hunting chimpanzees seem to 
be each pursuing their own best opportunities for catching the prey, while 
recognizing the other group members’ activities and chances of success. 
Comparative experiments with very young human children and human-
reared chimpanzees show that there are large diff erences between human 
and chimpanzee collaboration. Where very young children will try to re-
engage another in a joint activity, chimpanzees do not. Human children 
seem to be recognizing a joint goal of the activity to which all are attending. 
Tomasello concludes: “Shared intentionality is a small psychological diff er-
ence that made a huge diff erence in human evolution in the way that humans 
conduct their lives” (Tomasello and Carpenter 2007, 124). 

 Th e question of this chapter is how we are to understand the shared 
intentionality that is distinctive of human cooperation, collaboration, and 
communication. Section 8.1 concluded that understanding joint action in 
terms of group agency requires processes for gathering information, reason-
ing, and decision making at the group level. While this account might work 
for some social groups, particularly institutions that have well-defi ned rules 
and roles, it excludes many of the more mundane examples of joint action: 
studying together, playing chess, or performing Beethoven’s Fifth Symphony. 
Moreover, Tomasello’s research is not strongly supportive of group agency. 
His argument is that the capacity for shared intention arises early in human 
development, and is a necessary condition for more sophisticated forms of 
communication and joint action. While pre-linguistic children re-engage the 
joint attention of adults, it over-reaches to think of these children as recog-
nizing a shared commitment in Gilbert’s sense. And clearly, infants are not 
capable of contributing to any sort of sophisticated group decision making. 
Th e alternative is to regard only individuals as agents, and to treat shared 
intentions as a special kind of intention. A number of philosophers have 
pursued this line, and the debate has been over the characteristics of the 
intentions that support and explain joint action. 

 Before proceeding further, a remark about the use of “reasons” and “inten-
tions” is in order. In our discussion of action explanation so far, we have 
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focused on the agent’s  reasons  for acting. In the literature on joint action, 
the topic shifts to the agent’s  intentions.  What is the diff erence between 
reasons and intentions? While the issues discussed in this chapter do not 
hang on there being a deep diff erence between reasons and intentions, there 
are several cases where it is more natural to speak of intentions than reasons. 
Intentions are forward-looking and closely related to plans. For example, 
suppose I drop my sandwich on the road and a bus runs over it. I might 
say, “I was intending to eat that for lunch!” Here there is no action to be 
explained and therefore no reason for acting. Th e word “intention” signals 
that I had some kind of plan or was anticipating future actions. In examples 
of joint action, reasons and intentions can come apart even farther. Suppose 
you and I intend to have lunch together. We may have diff erent and entirely 
self-regarding reasons for wanting to have lunch together. Th ere need not 
be any “joint reasons.” Yet it makes sense to say, “We intend to have lunch 
together,” and in this sense there is a joint intention. In the discussion of 
joint action, then, the questions have turned on the analysis of intentions, 
rather than the analysis of reasons. 

 Plans and Joint Intentions 

 It has seemed obvious to many philosophers is that a person can only intend 
to do something over which he or she has control. I can intend to eat my 
sandwich, but I cannot intend that you eat your sandwich. My intentions 
only cover  my  actions. Let’s follow convention and call this the “own-action 
principle.” It suggests an argument for thinking that joint actions must 
resolve into aggregates of individual actions. If there were true  joint  inten-
tions, one might argue, then when we intend to have lunch together, my 
intention would somehow extend to your action too. I would be intending 
for you to eat lunch, and given the own-action principle, that is impossible. 
Th erefore, in an action where a group does something that cannot be done 
by an individual, the intentions must be a complex of individual intentions. 
But this raises its own puzzle. Clearly,  I  cannot intend to win the World 
Cup. So how can “we intend to win the World Cup” be analyzed in terms 
of individual intentions? 

 Consider an example somewhat simpler than winning the World Cup. 
Suppose you and I intend to make dinner together. We will take diff erent 
roles and these roles will be coordinated. Someone can’t sauté the onions 
until they have been chopped. And we would just get in each other’s way 
if we tried to stir the sauce at the same time. While we may not have worked 
out an articulate plan when we agreed to make dinner together, we knew 
that we each would take on diff erent roles as the proceedings unfolded. Th is 
recognition of an interlocking set of responsibilities as we work toward a 
common goal seems to distinguish the intention to make dinner together 
from two individual intentions to make dinner. If we are roommates who 
are both cooking, but aren’t cooking together, we may well have to 
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coordinate. But our actions remain independent in the sense that my sequence 
of actions will depend on my plan. In the individual case, I chop onions 
so that I can sauté them. In the joint case, I chop onions so that you can 
sauté them. Seen from this perspective, intending to win the World Cup 
isn’t so diff erent. Members of the team will have diff erent roles and respon-
sibilities, and they will discharge these roles for the sake of the shared goal. 

 Th e relationship between intentions and plans has led Michael Bratman 
to suggest the following analysis of joint intention: 

 We intend to  J  if and only if 

 1. (a) I intend that we  J  and (b) you intend that we  J.  
 2. I intend that we  J  in accordance with and because of 1a, 1b, and 

meshing subplans of 1a and 1b; you intend that we  J  in accordance 
with and because of 1a, 1b, and meshing subplans of 1a and 1b. 

 3. 1 and 2 are common knowledge between us. 
 (Bratman 1993, 106) 

 Bratman thus analyzes joint intentions into an interlocking pair of individual 
intentions, along with common knowledge. Th e fi rst condition requires that 
each have an intention that concerns a group activity. Th is would be already 
a diff erence between two people intending to make dinner side-by-side and 
intending to make dinner  together.  Condition (2) expresses two ways in 
which the individual intentions interlock so as to comprise a joint intention. 
Th e fi rst is contained in the “in accordance with and because of” clause. 
Th is captures the sense in which we intend to do the action together. Two 
roommates working in the same kitchen to make dinner are not acting 
jointly if neither cares whether the other is making dinner. If they are mak-
ing dinner together, each is intending to make dinner partly because the 
other is intending it too. “Meshing subplans” are the second way in which 
the intentions interlock. Th is refl ects the sort of coordination between parts 
of a complex activity where each supports the other.  I  chop onions so that 
 you  can sauté them so that  I  can mix them into the sauce. Bratman is quite 
clear that we need not have worked out our sub-plans in advance. It is 
entirely possible that we improvise as we go along. However, when intending 
a joint activity, we must intend that our as-yet-unknown sub-plans will mesh 
in a way that will ultimately support our joint goal. 

 While Bratman’s analysis only involves individual intentions, one still might 
argue that it violates the own-action principle. Consider the roommates who 
are intending to make dinner together. According to Bratman, each must have 
the intention that “we will make dinner.” But, neither roommate could bring 
it about that the group makes dinner together. Th at would require one person’s 
intentions determining what another would do. Th erefore, because it includes 
plural content (that we  J  ) in an individual intention, Bratman’s conditions 
violate the own-action principle. One possible solution would be to eliminate 
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the fi rst-person plural form of the intention. Perhaps what each of us intends 
is that dinner is made. However, when we eliminate the plural content from 
an individualistic analysis of joint intentions, the conditions can be fulfi lled 
in individualistic ways. Each roommate cooking his or her own dinner would 
bring it about that dinner was made, but this would presumably not be a 
joint action. Th e plural content seems necessary for the analysis, but including 
it runs afoul of the own-action principle. 

 In response to objections of this sort, Bratman argues that the own-action 
principle should not preclude the interdependence of actions (Bratman 
1997). In many cases of individual action, success depends on what others 
do. Intending to buy a loaf of bread at the grocery seems like an unremark-
able sort of intention. Yet, to do so, I will need the cooperation of the 
cashier. Th e cashier will have to recognize my intention to buy bread and 
act in a way that facilitates it. My intention to buy bread thus must include 
reference to the fact that another independently acting agent will recognize 
my intention (to buy bread) and form an intention (to sell it) in response. 
While buying bread is an individual action, it depends on the intentional 
actions of others in a way very similar to Bratman’s analysis of joint action. 
Yet, buying a loaf of bread does not violate the own-action requirement. 
Th erefore, the interrelated intentions that fi gure in joint action do not violate 
the own-action principle either. 

 We began this section with the empirical research conducted by Tomasello 
and his colleagues which seemed to show that joint intentionality accounts 
for our remarkable capacities for cooperation. How does Bratman’s individu-
alistic analysis fi t Tomasello’s developmental framework? Tomasello argues that 
the capacity for joint intentionality is exhibited by pre-linguistic children. It 
is hard to imagine a one-year-old child forming an intention “in accordance 
with and because of” an adult’s intention and their meshing sub-plans. Th ere-
fore, one might argue that Bratman’s analysis is too demanding to fi t Tomasello’s 
data. To be fair, the target of Bratman’s analysis is a group of normal adults, 
and Bratman is quite clear that he presupposes an already existing social context 
in which such mutual intentions could be formed. While this is a coherent 
project, it does indicate a shortcoming of Bratman’s strategy of making joint 
action depend on the content of a joint intention. Young children (not to 
mention adults with limited mental capacities) may not be able to entertain 
propositions as complex as Bratman’s analysis requires. Yet joint action and 
shared intentions are not limited to normal adults. Bratman’s analysis, whatever 
its other virtues, arguably does not provide an account of the sort of coopera-
tion which is fundamental to human joint action. 

 We-intentions and the We-mode 

 We might try to save Bratman’s account from the last objection by drawing 
on Tuomela’s analysis of we-attitudes (Tuomela and Miller 1988; Tuomela 
2007). For Tuomela, like other philosophers who work in this area, 
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intentions are only one of the attitudes that a group may exhibit. Groups 
can share beliefs, evaluations, biases, emotions, or perceptions. To distinguish 
these from their individual counterparts, Tuomela calls them “we-attitudes.” 
He analyzes the general class of we-attitudes this way: 

 A person has a we-attitude A (say a goal, intention, or belief ) if he has 
A, believes the others in his collective have A, and believes in addition 
that there is a mutual belief in the collective that the members have A. 

 (Tuomela 2002, 10) 

 According to this analysis, the kind of joint attention discussed by Tomasello 
counts as a we-attitude. When a mother and child jointly attend to a penguin 
in the zoo, each is seeing the penguin and there is mutual knowledge that 
they are seeing the penguin. Indeed, all defi nitions of joint attention in the 
psychological literature satisfy something like Tuomela’s mutual belief condi-
tion. Depending on how we understand “mutual belief,” stronger and weaker 
forms of we-attitudes can be identifi ed. We might treat Bratman’s joint 
intentions as a robust kind of we-attitude where part of the reason that each 
has the intention is that the other has it too, and an interlocking set of 
plans is anticipated. In this way, the fully adult version of joint intention 
can be seen as continuous with a broader set of capacities for we-attitudes 
that arise early in child development. 

 Unfortunately, this analysis of we-attitudes will not suffi  ce for joint inten-
tionality. Th e point can be nicely illustrated by considering the prisoner’s 
dilemma (Figure 5.5). In standard game theory, each player is assumed to 
have knowledge of the other player’s utilities. So, each player knows that 
the best strategy for the other is to defect. Th erefore, each player will intend 
to defect, each player will believe that the other intends to defect, and there 
will be a mutual recognition of this intention. Given Tuomela’s analysis of 
we-attitudes, it follows that two players responding to a prisoner’s dilemma 
have a we-intention. But the non-cooperative result of a prisoner’s dilemma 
seems like a paradigm of a non-joint action. By contrast, a joint response 
to the prisoner’s dilemma would be more like the team reasoning approach 
discussed in Section 8.1. Th e players would choose the outcome that was 
best for the group. On the basis of examples like this, Tuomela argues that 
we-attitudes can be manifested in more or less collective ways or “modes.” 
Some we-attitudes will arise from the independent actions, beliefs, values, 
etc. of individuals. Tuomela distinguishes these as I-mode attitudes. In other 
cases, the participants will approach the situation as a group, collective, or 
team. Th ere will be goals, intentions, and actions  of the group.  Th ese latter 
are we-mode attitudes. 

 Using the distinction between I-mode and we-mode attitudes, Bratman’s 
analysis can be seen as capturing joint intentions, but in doing so with 
intentions in the I-mode. Because the intentions are in the I-mode, defec-
tions in a prisoner’s dilemma count as joint action. Intentions in the 
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I-mode thus are too weak to capture more robust forms of cooperative 
joint action. As we will see in the next section, intentions in the we-mode 
seem necessary to analyze the more complicated cases. Both Tuomela and 
Searle have developed views of this sort. Th eir analyses of we-mode joint 
intentions diff er from Bratman’s analysis insofar as they require a diff erent 
kind of intentionality than individual action. Th eir analyses remain indi-
vidualistic in the sense that only individual human beings possess inten-
tions. We-mode joint intentions do not postulate supra-individual agents. 
Tuomela and Searle’s analysis therefore diff ers from the views of Gilbert 
and Pettit discussed in Section 8.1. 

 Searle adopts the position that we-mode joint intentionality (what Searle 
calls “collective intentionality” or “we-intentions”) is “a biologically primitive 
phenomenon” (Searle 1995, 24). By this he means not only that the we-
mode does not reduce to the I-mode, but that each we-mode intention is 
“inside the head” of each participant. It is a distinctive psychological state. 
Searle often invokes the image of a brain in a vat to make this point. A 
person could be entirely and radically mistaken about the existence of other 
people, and they would still be capable of having we-mode intentions. 

 You might be wondering how a proponent of we-mode intentions could 
accommodate the own-action principle. Suppose we have formed a team: 
the Philosophical Football Club. We intend to win the World Cup. On 
Searle’s analysis, this means that each of us has an intention of the form 
“we will win the World Cup.” Again, since I cannot win as an individual, 
how can I have the intention that we will win? Searle accepts the idea that 
any joint action must be carried out by the coordinated actions of individu-
als. When I have a we-mode intention, I intend that we will do something 
by means of each of us playing a role. As a member of the Philosophical 
Football Club, I intend to do my part as a means to the goal of winning 
the World Cup. Searle builds these “meshing subplans” into the structure 
of the intention by analogy with other means-ends relationships. When I 
intend to score a goal, he argues, I intend to do so by kicking the ball. 
Th ere are not two intentions: the intention to score a goal and the inten-
tion to kick. Th ere is just one: the intention to score a goal by means of 
kicking the ball. Th e relationship between the individual intentional actions 
and the we-mode intention is similar: “we intend to win the World Cup 
by means of me playing forward while you play goalie,” etc. I intend for 
us to win the World Cup, but since the only individual intentions I have 
concern my own role, Searle’s we-mode intentions are consistent with the 
own-action principle. 

 Acting as a Group Member 

 You are probably wondering: What  are  these “we-mode intentions”? Th e 
two primary proponents of this view, Tuomela and Searle, have diff erent 
answers. For Tuomela, we-mode intentions are like team reasoning. To have 
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a we-mode intention is to take the group’s goals as one’s own. As we saw 
in the earlier discussion of team reasoning, the plausibility of this view 
depends on the character of group commitment and decision making. For 
Searle, a we-mode intention is a special psychological state. Critics of Searle 
have found the “solipsistic” character of his conceptualization of we-mode 
intentionality troubling. On his view, I could have we-mode intentions even 
if I were the only person in the world. Searle defends his conceptualization 
by pointing out that there is always a diff erence between the content of an 
intention and its satisfaction. Suppose I intend to climb a mountain; when I 
fail, it does not invalidate my intention. Analogously, I may have the inten-
tion that we are climbing a mountain together. If you don’t show up because 
you didn’t share the intention, then again, it does not change the character 
of my we-mode intention. 

 Searle’s critics argue that his analogy between failed individual intentions 
and failed we-mode intentions does not hold up. Suppose I am sitting in 
my lounge chair, out of condition and drinking a beer, and I suddenly form 
the intention to start exercising. Now, this is a genuine intention, even if 
you think it foolish because you know that I am too lazy to do it. In the 
same circumstance, for me to form the intention that we will win the World 
Cup is worse than foolish, it is delusional. “Who will win the World Cup,” 
you might ask me, “you, Pelé, and Beckham? We have to make some calls!” 
Joint actions take coordination and planning, and forming a legitimate we-
mode joint intention includes securing or at least recognizing such agree-
ments. Moreover, as Gilbert emphasized, joint action often involves 
commitment. It is diffi  cult to see how an intention in my head could commit 
you to doing something. 

 Searle assumes that there will be agreements and negotiations in the 
background. As a matter of normal practice, delusional we-intentions are 
possible, but empty. If I really want us to make dinner together, I need to 
talk to you. However, these ordinary practices can play no part in his 
analysis of we-mode intentions because everything relevant to the intention 
must be “in the head” of the individuals. In this respect, Bratman’s analysis 
is superior to Searle’s. It requires the existence of two or more people who, 
in fact, have intentions that interlace in the right way. Bratman’s version 
of joint intentions is more genuinely social, even if it remains in the I-mode. 
Tuomela’s analysis of we-mode intentions brings in these social elements. 

 Tuomela’s version of we-mode intentions draws on some of the insights 
about group action discussed in Section 8.1. Th e team reasoning theory 
postulated that when people enter strategic interactions, they sometimes 
approach the problem as members of a team. When the problem is framed 
as a group problem, individuals are choosing the best outcome for the group. 
Th is commitment to the group or collective is missing from both Bratman’s 
and Searle’s analyses. A structure of interrelated intentions and mutual belief 
like Bratman’s is satisfi ed in the we-mode, Tuomela contends, when an 
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individual intends to act as a member of a group. Th is means that the 
individual has accepted the group’s goals, values, or beliefs, and that he or 
she uses them as reasons for acting. Th e diff erence between I-mode and 
we-mode, then, is the diff erence between intending to act as an individual 
and intending to act as a member of a group. Th e analysis depends on there 
being a group that has collectively accepted a goal. Unlike Searle’s view, 
on this analysis of we-mode intentions, it is impossible to intend that we 
will win the World Cup without cooperation and coordination with 
others. 

 For Tuomela, there is no need to postulate that the we-mode is a special 
psychological state. Th e diff erence between I-mode and we-mode is not 
hidden in a person’s psychology; it is a matter of how the individuals are 
related to each other. If there is a group that has collectively accepted a goal, 
then that goal can be part of the reason for each individual’s action. Sup-
pose, for example, that a pair of roommates decides to make dinner together 
on Tuesdays. Th is now becomes a reason for each to act, and acting for that 
reason is acting  as  a member of the group. Each would have a we-mode 
joint intention. As noticed already, I-mode joint intentions are possible too. 
For Tuomela, the diff erence depends in part on what sort of agreements or 
commitments have been accepted, and on whether the individual is using 
these group agreements as part of his or her reason for acting. Perhaps each 
roommate intends to make dinner with the other, but there has been no 
conversation and no commitment. Hence, they are not acting as members 
of a group, even though they will act jointly. On Tuomela’s analysis, then, 
there is a wide variety of joint actions possible which involve stronger and 
weaker commitments. 

 Tuomela’s analysis of we-mode intentions permits a more satisfactory 
approach to the idea of team reasoning than either Searle’s or Bratman’s 
analysis. Consider, for example, the problem of revolutions and free riders 
discussed in Section 6.1. Given the way Searle and Bratman analyze joint 
intention, it is entirely possible for a person to have the intention “We will 
overthrow the government,” and yet fail to participate in revolutionary 
activities. Nothing in their analyses requires a person to put group utilities 
ahead of personal utilities. When a member of a group defects or free rides, 
that person has stopped, at least temporarily, thinking and acting as a group 
member. On Tuomela’s analysis, the free rider is engaging in joint action in 
an I-mode way. A proper we-mode intention requires identifi cation with 
the group. Th is means that in a strategic situation, one is acting for the 
good of the group. Th e utilities are formed by group agreement, and those 
are the individual’s utilities insofar as he or she is acting as a group member. 
Th erefore, when the joint action is in the we-mode, the group utilities are 
at stake as in   Figure 8.1  , not the individual utilities of a prisoner’s dilemma. 
On Tuomela’s analysis, team reasoning is a direct consequence of we-mode 
intentions and attitudes. 
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 8.3 Intentions and Institutions 

 Simmel’s vision was that the whole body of social relationships could arise 
from the particular sort of face-to-face interaction, from “the consciousness 
of constituting with the other a unity” (Simmel 1971 [1908], 7). Th e litera-
ture on joint intentionality, which we have surveyed in Section 8.2, represents 
one prominent, contemporary attempt to articulate the unity that Simmel 
described. Th e question, then, is whether joint intentionality can be ampli-
fi ed into a full account of social institutions. Can we understand banks, 
churches, or governments as products of joint intentionality? Tuomela and 
Searle have somewhat diff erent accounts of joint intentionality, but both 
think that it is the fundamental theoretical concept of social theory. Each 
has devised an account of how we-mode intentions can explain the creation, 
maintenance, and dissolution of social institutions. Money is a favorite 
example of a social institution which, they contend, can be explained in 
these terms. Let us begin, then, with a discussion of some social scientifi c 
thinking about money. 

 The Strange Tale of the Druid Penny 

 An enduring theoretical puzzle about money is how objects that are inher-
ently valueless could become valued as money. Th eorists standardly distin-
guish between  commodity money  and  fi at money.  Gold is commodity money. 
It is already valued in itself and can serve as a standard measure for exchange 
and debt. On the other hand, paper money is fi at money, as are the symbols 
encrypted in your bank’s computer. Th ey count as money because we treat 
them as money. Th is latter property is a striking, even spooky, social creation. 
Th ere is a common story about how both commodity money and fi at money 
evolved from a barter economy. Barter is limited because it requires a match 
between those who have surplus with those who have need. In a market 
where not enough people want my eggs, the rational choice is for me to 
trade them for something that I can be sure that everyone wants. Commonly 
consumed and durable items are a good candidate. Rare and useful metals 
like gold and silver fi t this requirement. In many places, cigarettes have 
served as commodity money. Objects which are marks of status, or which 
have religious signifi cance, are also good choices as commodity money. Th e 
transition from commodity money to fi at money is more diffi  cult to explain. 
Most accounts point to the importance of a ruler in issuing coinage. On 
one sort of account, the king initially issues commodity money in the form 
of coins. But the king soon realizes that he can debase the currency by issu-
ing coins with less gold than their face value pretends. As long as the king’s 
subjects continue to accept the coins, they keep their value. Coins are backed 
by the authority of the king, and paper money is the natural extension. 

 Th e problem with this standard story is that it is largely speculative. What 
evidence we have points to a more complicated process, at the very least. 
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Th e story of the Druid penny, however, is an historical event that follows 
something of the same trajectory, though with interesting deviations. 

 In late-eighteenth-century England there was a shortage of small change. 
English money was based on the pound sterling, defi ned as 1,719 grains of 
sterling silver. Th e Royal Mint issued shillings, where 20 shillings equaled 
one pound of silver. Merchants who obtained silver through trade could 
take it to the Royal Mint and have it turned into shillings at this rate. Pen-
nies, minted in copper, were defi ned as being worth ⁄th of a shilling, so 
that there were 240 pennies to the pound. Th e stipulated value of the penny 
was well above the actual value of the copper in the coin. So, while the 
shilling was commodity money, the penny was fi at money. Th e diff erence 
in value between the copper and the fi at meant that counterfeiting was 
profi table. Th ere were so many counterfeits that pennies were only reluctantly 
exchanged for shillings. As a result, pennies collected in merchants’ tills, out 
of circulation. To fi ght this, the Royal Mint periodically stopped making 
pennies in the eighteenth century. 

 Th e 1790s were the dawn of the industrial revolution and the working 
classes were expanding dramatically in England. Work was available in mills 
and mines, and this meant a dramatic increase in the number of people 
who were dependent on wages, rather than on the land. Th e larger mills 
employed hundreds of workers. At this time, a male industrial worker would 
earn between one and two shillings (between $4.50 and $9.00) for a day’s 
work (Selgin 2008, 9). Th is meant that the everyday transactions required 
coins valued at less than a shilling. Half-pennies and farthings (one-quarter 
of a penny) were an absolute necessity for the working classes. When selling 
their goods in bulk, companies would take in high-value coins (or promis-
sory notes based on bank holdings). But they couldn’t pay the workers with 
these, and so as the eighteenth century came to a close, there was an ever-
increasing demand for copper coinage. 

 In 1787, industrialist Th omas Williams devised a solution to the problem. 
Williams controlled the Parys Mine Company, which ran the world’s largest 
copper mine. It employed thousands of miners and smelters. To satisfy the 
need for small change, he produced an exquisitely engraved coin, which 
bore the slogan “We promise to pay the bearer one penny.” On the other 
side was the image of a rustic priest (hence the name Druid). Th e promise 
of exchange was backed by Parys Mine Company. Th e idea was that workers 
could exchange the coins for small payments at pubs and stores. Merchants 
would exchange the promissory pennies for shillings and guineas. Williams 
established exchange offi  ces in Anglesey, where the mine was located on the 
west coast of England, as well as Liverpool and far-away London. 

 As it turned out, very few of the copper coins were exchanged for silver 
or gold. Th e demand for small change reached across England, and the coins 
quickly began to circulate independently of the Parys Mine Company payroll. 
Th e quality of the engraving made them hard to counterfeit, and for some 
merchants they became the preferred copper coinage. Other employers had 
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been experimenting with several solutions to the same problem. Th ey adopted 
Williams’ solution of issuing pennies backed by their own companies, and 
private mints quickly sprang up to fi ll the need for pennies. By the turn of 
the century, there were 200 or more private mints creating coins backed by 
the promises of industrialists. By some estimates, they produced 40 million 
commercial pennies, minting more pennies in a decade than the Royal Mint 
had produced in the previous half-century. 

 Function and Rules in Institutions 

 Th e story of the Druid penny is an interesting example of the creation and 
maintenance of a social institution. It exhibits several features which theorists 
have thought signifi cant. First, while the Druid penny was offi  cially backed 
by a promise to exchange the tokens for silver or gold, they quickly took on 
the character of fi at money. Th ey were money because people treated them 
as money. Philosophers and social theorists have often thought that this refl exive 
or self-referential character of social institutions is an important clue to their 
nature. Second, the Druid penny is an object with a function. However, unlike 
biological functions, the ability of the Druid penny to function as a unit of 
exchange does not seem to depend on the physical properties of the coin. 
Th ird, there seems to be a normative dimension to the function. In the case 
of the Druid penny, this is most apparent in the promise printed on the coin. 
Should the exchange offi  ce fail to trade the copper coins for silver, they would 
be criticized by merchants. Notice that in this case, the promise was backed 
by neither law nor a king. Th e normativity is somehow intrinsic to the practice 
of accepting the Druid penny as money. Finally, these characteristics of the 
institution of the Druid penny are maintained in some way by the activity of 
accepting and using the pennies. If the workers had refused to take the Druid 
pennies as salary, or if merchants had refused to take the pennies in payment, 
the Druid pennies could not have functioned as money. Searle’s and Tuomela’s 
theories of institutions are designed to explain these four features of the cre-
ation and maintenance of an institution. 

 Let us begin with Searle’s conception of function. He argues that the func-
tions of artifacts depend on the purposes to which we put them. Searle calls 
such functions “agentive functions.” Agentive functions are independent of 
both the causal powers of the object and its history. Independent of human 
intentionality, there is nothing intrinsic to an object that makes it a hammer. 
Th e agent’s purpose provides its function. Of course, given our purposes, some 
objects will be better suited than others. One would have to be in a pretty 
special circumstance to use a banana as a hammer, for instance. Th e crucial 
role of intentions screens off  the causal history. When I pick up a banana and 
use it as a hammer, it thereby acquires the agentive function of a hammer 
even if no banana has even been used that way before. Purposes make all 
agentive functions normative because there is something that the object  ought  
to do, given the agent’s purpose. If I want to drive a nail, the banana will fail 
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as a hammer. On the other hand, if I want to gently crimp the soft raw crust 
of a pie, the banana will be an excellent hammer. 

 Status functions are a particularly important kind of agentive function. 
A status function is imposed on an object when we treat the object as hav-
ing a status, and as having a particular purpose or use in virtue of that 
status. Th e Druid penny, on Searle’s account, took on the status of “money” 
or “unit of commercial exchange.” Th e mine workers treated the coins as if 
they had the same status as coins issued by the Royal Mint. Once they were 
given this status, they could be used to serve the same purposes as those 
coins. According to Searle, the logical form of a status function is: 

  X  counts as  Y  in conditions  C  

 Th e  X -term names a type of object that will have the status, and the  Y -term 
names the status. Because the function is to be imposed by agents, the  X-  
and  Y -terms must be independent. As Searle points out, “objects that are 
designed and used to be sat on by one person count as chairs” does not 
constitute a status function, since satisfying the  X -term is suffi  cient for 
satisfying the  Y -term (Searle 1995, 44). In a status function, the  Y -term will 
go beyond any properties entailed by the  X -term. Th e  C -term indicates an 
important diff erence between status functions and other agentive functions. 
Whether a banana functions as a hammer for me depends only on my 
intentions. But whether a piece of paper counts as the Queen of Hearts 
depends on whether we are playing cards. 

 A playing card like the Queen of Hearts only has its powers within the 
context of a particular game. In Section 3.3, we encountered the idea of a 
“rule-constituted activity,” and games are a central example. Searle regards 
all institutions as rule-constituted, and he suggests that all of the rules that 
constitute social institutions have the form of status functions. Very often, 
social institutions give  people  status functions. In football, the rules give the 
person with the status of “goalie” a number of abilities (functions) that are 
not provided to the other players. One sort of status function is the capacity 
to declare new status functions. A person with the status function of “king” 
can declare that a new coin will be struck. Th at is, this fellow, George, 
counts as king in the context of the nation of England. One of the functions 
of a king is to issue currency. To do so, George issues the declaration that 
coins made of gold struck with the insignia of the Royal Mint count as 
guineas. In this way, status functions can form a hierarchy; some status 
functions are made possible by the existence of others. 

 While agentive functions can be imposed individualistically—perhaps only 
I use a banana hammer—the status functions which form the rules constitu-
tive of social institutions cannot. Th omas Williams’ declaration that “these 
coins are worth one penny” would have meant nothing unless it had been 
accepted by the workers and merchants. For Searle and Tuomela, this accep-
tance must involve we-mode intentionality.  We  count the disc of copper as 
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a coin. One argument for the necessity of we-mode intentionality is that 
without it, the status functions do not confer the right sort of normativity. 
When I impose the function of a hammer on my banana, the only appro-
priate criticism is that the banana will not serve my purposes. Th at is, I am 
right or wrong to use the banana that way only in the light of my own 
goals. By contrast, when a merchant fails to take legal tender in exchange 
for goods, a deeper sort of criticism is appropriate. Th e shopkeeper’s indi-
vidual goals and preferences are irrelevant.  We  treat the coins as money, and 
failure to do so runs afoul of a rule  we  have imposed on ourselves. We-mode 
acceptance thus turns a status function into a constitutive rule. 

 Explaining Social Institutions 

 To get a critical grip on the joint intentionality account of institutions, let’s 
consider how it helps explain the historical emergence of the Druid penny. 
It is important that the pennies bore the slogan, “We promise to pay the 
bearer one penny.” Promises are speech acts, and in making a promise one 
imposes obligations on oneself. Th e declarations that impose status functions 
are also speech acts, on Searle’s account. By issuing a coin with this promise, 
the Parys Mine Company imposed a status on the coin and created a specifi c 
obligation. Th is occurred in a context where such promissory statuses were 
already common. Banks and goldsmiths kept deposits of gold for their 
customers, and they issued promissory notes that could be used in com-
mercial transactions. Th e plural subject of the slogan “ We  promise to pay . . .” 
makes it clear that this is not the promise of an individual, but of a corpora-
tion. Companies were taken to be entitled to issue such promises, and on 
Searle’s account this exhibits a status function that underlies the ability to 
issue a promissory coin. 

 Once the coins were issued, their promissory aspect diminished in impor-
tance. Th e workers and merchants treated them as real pennies, not just as 
tokens to be exchanged for proper money. On Searle’s account, this must be 
a new status function. Again, the status of this type (being a penny) already 
existed in England. So it was no great invention to treat these new coins as 
pennies. However, the Druid penny is unlike the fi at money of the standard 
story. No king declared that the new coin would have the status of money. 
And the Parys Mine Company certainly did not do so, since such a declara-
tion would have amounted to creating a counterfeit penny. So, the Druid 
penny seems to be a case where a status function was created without any 
prior intention, we-mode or I-mode. On the other hand, there was a collective 
uptake of the Druid penny as having the same status function as a Royal Mint 
penny. Workers and merchants treated the two in the same way. 

 One might object at this point that the workers and merchants didn’t 
understand what they were doing in anything like Searle’s terms. Th ere was 
no declaration that the Druid penny was a penny, and surely no eighteenth-
century miner had the thought, “We intend to take this Druid penny as a 
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penny in the context of our economic transactions.” In response to this kind 
of problem, both Searle and Tuomela are quick to point out that while 
explicit agreement is the simplest case, agreement is not necessary. Th e action 
of accepting the Druid penny, giving it back in change, treating it as inter-
changeable with the Royal Mint penny, and so on constitutes a collective 
acceptance of its function. And the workers and merchants did these actions 
deliberately. “In the course of consciously buying, selling, exchanging, etc.,” 
Searle writes, “they may simply evolve institutional facts” (Searle 1995, 47). 

 It has also been argued that collective acceptance is a dubious notion. 
While workers and merchants took the Druid pennies to be legitimate, not 
all such payment systems were greeted in this way. In the same period, other 
employers responded to the lack of small change by issuing credits, called 
“scrip,” to their employees. Unlike the Druid pennies, scrip had to be 
redeemed in the company store. Under this sort of system, the workers often 
felt cheated and resentful. Th e workers needed to feed their families and 
had no opportunity to fi nd other work. Th e workers had no choice but to 
accept the scrip. Scrip was regarded as illegitimate, but used anyway. Th e 
mere taking of the promissory coins in payment thus does not imply that 
the workers thought the tokens to be legitimate in any way. In his later 
work, Searle has recognized the force of this objection. His reply is to dis-
tinguish between cooperation and collective recognition (Searle 2010, 57–8). 
Cooperative action requires we-mode intentions. Collective recognition is 
merely the I-mode recognition of a status function with mutual knowledge. 
In the case of scrip, the workers accepted the tokens as payment and used 
them simply because others did so. It is easy to imagine this being an expe-
dient course of action, even if one thought that the scrip was illegitimate. 

 Admitting that some status functions can be maintained by individual 
recognition and mutual knowledge opens Searle to the further objection 
that social institutions do not really require we-mode attitudes in the fi rst 
place. Consider the diff erence between the Druid penny and scrip. Th e 
history of the Druid penny seems cooperative in the sense that the workers 
and merchants accepted the coins gladly and treated them as money. Scrip 
was also a promissory note backed by the company, but workers were resent-
ful. One might argue that the diff erence is not well captured by the diff erence 
between I-mode and we-mode attitudes. In both cases, the “collective accep-
tance” amounts to nothing but individuals who accept the coins in payment 
with the knowledge that others do so as well. In the scrip system, the workers 
felt cheated because the company stores redeemed the scrip for less than the 
value that the workers expected it to have. Because the Druid penny was 
not limited to use in a company store, the workers knew that the coin could 
have a wider range of uses. 

 Searle takes all functions to be normative and he proposes that the nor-
mativity arises from the intentions and purposes of agents. Th e analysis of 
function we discussed in Section 6.4 took the normativity of functions to 
arise because of their evolutionary history. Th e evolutionary view is an 
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interesting counterpoint to Searle because both views treat the normativity 
of institutions as arising out of their function, but they have diff erent 
accounts of what functions are. Th e key point of diff erence concerns the 
relevance of an item’s evolutionary history. For Searle, the history of a type 
of object is relevant only insofar as it is captured within the intentions of 
those who institute the status function. In his discussion of money, for 
example, Searle notes that American dollars not only have to have a particular 
design, but have to be produced by the United States Mint. Th is history is 
required to characterize the  X -term of the status function. On the causal-
historical view, the history of selection is relevant. Th e forces of selection 
may include the intentional actions of individuals, but it is not limited 
to them. 

 Which view provides the more satisfactory explanation of the Druid penny 
phenomenon? We have already seen some of the stumbling blocks for Searle’s 
account. Th ere seems to have been no declaration or other explicit intention 
to make the Druid penny function in the same way as the Royal Mint 
penny. Rather, it was intended to function much like scrip. Th ere is a gap 
in Searle’s explanation at just the point where it should be the most infor-
mative. On the other hand, the causal-historical account of function encour-
ages us to consider the “design problem” which the Druid penny solved. 
Th is is contained in the history that led up to the shortage of small change 
in the fi rst place. We have seen three competing solutions to this design 
problem: the Royal Mint pennies, scrip, and the Druid penny. Th e Druid 
penny quickly gained acceptance because it had distinct advantages over the 
other two. Unlike scrip, it was not limited to company stores; unlike the 
Royal Mint pennies it was diffi  cult to counterfeit. In exploiting these advan-
tages, it came to function just like the Royal Mint pennies, and it did a 
better job. Notice that the intentions, desires, beliefs, other attitudes of the 
agents (as I-mode attitudes) play an important part in this explanation, 
since they are a crucial part of the environment in which the Druid penny 
existed. In this case at least, the causal-historical conception of function 
seems to provide a superior set of tools for analyzing the creation of an 
institution. 

 8.4 Chapter Summary 

 Th e philosophers whose work we have surveyed in this chapter take joint 
action to be the foundation of sociality. Th eir work represents three approaches 
to understanding the intentions that stand behind joint action. First, joint 
intentionality might be a property of a special kind of collective agent. Th is 
view highlights the importance of collective acceptance and mutual recogni-
tion, but it faces diffi  culty with groups that don’t have procedures for gathering 
information and making decisions. Th e other two approaches reject the idea 
that there are collective agents. Th ey look to the characteristics of the inten-
tions to distinguish joint from individual action. Th e second approach tries 
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to fi nd the joint character of action in the content of individual intentions: I 
intend that  we  make dinner. Th is sort of view is reductionist while preserving 
a distinction between individual and joint action. However, the second 
approach struggles to account for the sort of cooperation that would solve the 
diffi  cult cases of joint action, such as the prisoner’s dilemma. If joint action 
is to be the foundation of sociality, then presumably the barriers to coopera-
tion must be surmounted. Th e third view proposes to explain cooperation in 
terms of a special sort of attitude—intentions in the “we-mode.” Th ese accounts 
are arguably the most successful in accounting for cases of joint action. If 
joint intentionality is to be the foundation of sociality, however, we need an 
account of how social-level phenomena can be explained in terms of joint 
action and intention. Searle and Tuomela have provided elaborate conceptual 
analyses of social institutions. Whether they are acceptable, however, is ulti-
mately a matter of whether they provide better explanations than some of the 
other approaches we have surveyed in this book. 

 Th e views discussed in this chapter take important positions in the reduc-
tionism and naturalism debates. Th e views of collective agency discussed in 
Section 8.1 are strongly anti-reductionistic. Th e alternatives all treat indi-
vidual agents as a privileged level of analysis. Only Bratman’s view, however, 
is strongly reductionist. Both Searle and Tuomela, for slightly diff erent 
reasons, treat we-mode joint intentions as irreducible to I-mode joint inten-
tions. Th ey therefore think that the social level cannot be reduced to the 
individual level. Nonetheless, there are no purely social properties for these 
theorists insofar as all social institutions can be analyzed into we-mode joint 
intentions that are held by individuals. 

 With respect to the naturalism debates, all of the positions surveyed in this 
chapter are strongly anti-naturalist in the sense that they see a large divide 
between the social and the natural sciences. All are concerned with explana-
tions that appeal to intention, and they assume that appeal to intentions 
cannot be replaced by explanations that look to causal relationships between 
social-level properties, by evolutionary explanations, or by explanations which 
look to sub-personal cognitive or neurological states. In the next chapter, we 
will turn to the possibilities of such causal explanations for the social sciences. 
What forms does causality take in the social world? Do social entities have 
causal powers? How are causes identifi ed in the social sciences? 

 Discussion Questions 

 1. Find some other examples which are like Sugden’s family vacation 
plans in the sense that it is true to say “we prefer  x  to  y, ” but 
false to say “each of us prefers  x  to  y. ” In your examples, what 
role does group identity play? Is there a joint commitment in 
Gilbert’s sense? Was this commitment explicit or implicit? 
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 Further Reading 

 On the use of team reasoning to account for joint action, see Bacharach, 
 Beyond Individual Choice: Teams and Frames in Game Th eory  (2006), and 
Sugden, “Team Preferences” (2000). In “Collective Intentions and Team 
Agency” (2007), Gold and Sugden relate this phenomenon to views of col-
lective intentionality. 

 Th e history of the Druid Penny is discussed in Selgin,  Good Money  (2008). 
Th e transition from commodity money to fi at money is complicated. Phe-
nomena like the Druid penny are found throughout the world; see Helleiner, 
 Th e Making of National Money  (2003). 

 Schweikard and Schmid’s “Collective Intentionality” entry in the  Stanford 
Encyclopedia of Philosophy  (2013) is a concise overview of the collective 
intentionality debate. 

 Gilbert’s contributions begin with  On Social Facts  (1989) and are further 
developed and elaborated in  Living Together  (1996). Pettit’s  Th e Common 
Mind  (1993) is an important argument for a holistic view; see also Pettit 
and Schweikard, “Joint Actions and Group Agents” (2006), Pettit, “Th e 
Reality of Group Agents” (2009), as well as List and Pettit,  Group Agency: 
Th e Possibility, Design, and Status of Corporate Agents  (2011). For critique, 
see Tollefsen, “Collective Intentionality and the Social Sciences” (2002), and 
Miller, “Against Collective Agency” (2002). 

 2. Consider again the experiment by Guala and Mittone, discussed 
in Section 7.2 above. Is it plausible to think that the subjects 
have formed an implicit joint commitment? If not, what are the 
consequences for Gilbert’s view of plural subjects? 

 3. Is it true that a person can intend to do only things that he or 
she can control? What about these examples: a sergeant ordering 
a private to do 50 pushups; a parent intending for a child to go 
to college; a pharaoh beginning the construction of a pyramid 
which will be completed long after his death. How plausible is 
the own-action principle? 

 4. Analyses of joint intention emphasize the cooperative character of 
joint actions. Can any of the analyses be extended to joint actions 
where the participants are competing? Consider: a game of tennis, 
a bar fi ght, or a bicycle race. Are there non-cooperative joint actions? 
Are these best understood as we-intentions or I-intentions? 

 5. Are social institutions always normative? If so, what is the best way 
to account for this normativity? Does it, as Searle, Tuomela, and 
Gilbert argue, arise from the characteristics of joint action? Or can 
it be accounted for by the theorists discussed in  Chapter 7 ? 
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 Bratman articulated his view in a series of essays. Th ese are now collected 
in  Intention, Plans, and Practical Reason  (1987) and  Faces of Intention  (1999). 
A good exchange between Bratman and Gilbert is contained in Bratman 
(2009) and Gilbert (2009). 

 Tuomela has been developing his view since “We Intentions,” written with 
Miller (1988). Subsequent elaborations are found in  Th e Philosophy of Social 
Practices  (2002) and  Th e Philosophy of Sociality: Th e Shared Point of View  
(2007). While intricate and complex, these works repay careful study. See 
Hakli, Miller, and Tuomela, “Two Kinds of We-Reasoning” (2010), for an 
application to team reasoning experiments. 

 Searle’s main arguments for joint intentionality are contained in the essay, 
“Collective Intentions and Actions” (1990), but it needs to be understood 
against the background provided in  Intentionality  (1983). He subsequently 
applied his analysis to questions of social ontology in  Th e Construction of 
Social Reality  (1995) and  Making the Social World: Th e Structure of Human 
Civilization  (2010). Collections of commentary include Tsohatzidis (ed.), 
 Intentional Acts and Institutional Facts  (2007), and Koepsell and Moss (eds.), 
 John Searle’s Ideas about Social Reality: Extensions, Criticisms, and Reconstruc-
tions  (2003). Other useful critical responses to Searle’s view are found in 
Schmid, “Can Brains in Vats Th ink as a Team?” (2003), Viskovatoff , “Searle, 
Rationality, and Social Reality” (2003), Turner, “Searle’s Social Reality” (2002 
[1999]), and Tieff enbach, “Searle and Menger on Money” (2010). 

 Tomasello and his colleagues make explicit appeal to philosophical views 
in “Understanding and Sharing Intentions: Th e Origins of Cultural Cogni-
tion” (2005). See also Tomasello , Why We Cooperate  (2009). Th e way in 
which joint intentionality might fi t into a naturalized, psychological frame-
work has been explored in Vromen, “Collective Intentionality, Evolutionary 
Biology, and Social Reality” (2003), Tollefsen, “Let’s Pretend” (2004), and 
Tollefsen and Dale, “Naturalizing Joint Action: A Process-Based Approach” 
(2011). 



 Science aims to uncover hidden causes. Reading about how the Higgs fi eld 
is responsible for mass or how DNA molecules replicate engenders a sense 
of awe. Here, science seems capable of understanding the ultimate structure 
of nature. When we turn to the social sciences, awe is replaced by an uncanny 
feeling. Surely I am free to act as I choose. It is hard to believe that hidden 
clockwork generates my actions, or that natural laws explain the events 
within my family, church, or college. And yet at the same time, we love to 
complain about buses that don’t run on schedule and companies that can’t 
deliver their goods. Another arrangement would be better, we complain, 
precisely because it would be more  eff ective.  Th at is to say, social reorganiza-
tion would  cause  a diff erent result. Our social systems seem to be at once 
the products of free human action and causal mechanisms that run behind 
our backs. 

 One might wonder whether seeking causes and laws in the social sciences 
is a fool’s errand. We have already seen some of the grounds for this point of 
view. If, as the interpretivists do, we insist that the object of the social sciences 
must be to uncover the meanings, intentions, and values that animate the 
social world, the search for impersonal and general causal laws misses the 
point. In  Chapter 5  we saw this objection in the discussion of whether inten-
tional actions should be explained by subsuming actions under laws. Th ese 
ideas will surface again in Section 9.2 as we turn our attention to laws of the 
social world. Are there features of the social world that make it unsuitable for 
description by general laws? Does the complexity, context-sensitivity, or unpre-
dictability of human social interaction limit the possibility of broad generaliza-
tions? And does it mean that our knowledge of social regularities must have 
a diff erent character than natural scientifi c knowledge? 

 If we grant that it is appropriate to try to understand social phenomena 
in terms of causes or laws, two further philosophical problems emerge: the 
metaphysics and epistemology of causality. Hume’s analysis of causation in 
terms of regularities was the dominant view in the social sciences (as well 
as philosophy) for most of the twentieth century. In the last several decades, 
a number of new conceptualizations of causality and causal explanation have 
become popular. Th ese views recover alternatives to Hume’s analysis of 

 9   Causality and Law in 
the Social World 
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causality from philosophers like Aristotle, Reid, and Mill. Th is is a meta-
physical debate in this sense that it seeks an account of what causality  is.  
Section 9.3 will discuss the relative merits of these diff erent ways of thinking 
about causality in the social sciences. Th ese new ways of thinking about 
causality separate causes from laws. Insofar as we can understand causes 
without assuming that they conform to universal regularities, our theories 
in the social sciences do not need to be formulated in terms of laws. As a 
result, these new conceptualizations have contributed to the demise of the 
empiricist view of theory. In its place, many social scientists prefer to think 
of theorizing in terms of modeling. Section 9.4 will examine the diff erence 
between theories and models, and explore what it means to causally model 
social phenomena. 

 To understand the search for causes, correlations, and laws in the social 
sciences, let us begin by considering an example of research which has focused 
on them: the democratic peace hypothesis. 

 9.1 The Democratic Peace Hypothesis 

 Immanuel Kant argued that rational people would not vote “to bring down 
the miseries of war upon their country” (Kant 1903 [1795], 122). As we 
know too well, however, nationalism or racism can overwhelm the calm 
refl ections of a philosophical mood. Kant’s theoretical arguments, then, raise 
the empirical question of whether democracies are more peaceful than other 
forms of government. Perhaps the fi rst explicit scientifi c investigation was 
an essay by Dean Babst (1964), who used World Wars I and II as test cases. 
In these confl icts, a large number of countries went to war with each other, 
and they exhibited a variety of forms of government. In these two wars, 
democracies went to war with non-democracies, but no democracies went 
to war with each other. Could this have been just a matter of chance? By 
Babst’s count, 33 independent nations were at war in World War I. Of the 
countries who went to war, 10 had elective governments. Considering all 
possible pairs of countries, there are 528 possible confl icts between pairs of 
nations that went to war in World War I. Th ere were, in fact, 72 actual 
declarations of war, which means that 14 percent of the pairs of countries 
that could have gone to war did so. If the form of government had nothing 
to do with whether a pair of countries went to war, we would expect the 
proportion of democracies that went to war with each other to be about 
the same as the proportion of non-democracies. Interestingly, this is  not  
what happened in either World Wars I or II. Out of the 45 diff erent pos-
sible confl icts among the 10 democracies involved in World War I, none 
went to war with each other. Th e pattern for World War II was the same. 
In World Wars I and II, democracies did not go to war against each other. 
All declarations of war involved at least one non-democratic nation. 

 Babst concluded his paper by saying: “Th is study suggests that the existence 
of independent nations with elective governments greatly increases the chances 
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for the maintenance of peace” (Babst 1964, 14). Notice two things about this 
remark. First, the conclusion is couched in probabilistic language—the pres-
ence of a democracy “greatly increases the chances” of peace. One wonders 
whether Babst is asserting a causal relationship here, or merely noticing the 
correlation. We will return to this question in Section 9.3. Second, Babst’s 
conclusion echoes Kant’s thesis that democracies are more peaceful than non-
democracies. However, his data shows that confl ict  between democracies  is less 
likely than between democracies and states with other forms of government. 
Th e more limited thesis that democracies do not tend to go to war with each 
other is sometimes called the “democratic peace,” to distinguish it from Kant’s 
broader thesis that democracies are more peaceful. 

 By calculating the proportion of possible confl icts that were actual, Babst 
demonstrated a  correlation.  As you know if you’ve done a course in statistics, 
a correlation is a dependence relationship between two properties or variables. 
When a pair of variables is correlated, the presence (or value) of one changes 
the probability that the other will be present (or take a particular value). Th e 
height of children is thus correlated with the height of their parents: tall 
children are more likely to have tall parents. In the philosophical and meth-
odological literature, correlations are typically expressed in terms of conditional 
probabilities. Th e probability that a normal die will roll a two is ⁄; there are 
six faces, and one has a “2.” Th is is normally represented as: 

 Pr(Two) = 1
6

 = 16.6% 

 Similarly, we can calculate the probability that a die will roll an even 
number: 

 Pr(Even) = 
1
2

 = 50% 

 A conditional probability expresses a relationship between two variables. If 
you know that I have rolled an even number, then the chance that it is a 
two is no longer ⁄. Since there are three even numbers on the die, the 
chances are now ⅓. In other words,  given that  the roll is even, there is a ⅓ 
chance that it will be a two. Th is is standardly represented as: 

 Pr(Two given Even) = 1
3

 = 33.3% 

 When two binary variables,  X  and  Y,  are correlated, the probability that  Y  
will occur given  X  is either greater or less than the probability that  Y  will 
occur in the absence of  X.  (Th e absence of  X  is represented as  ~X,  below). 
Formally: 

 Pr( Y  given  X  ) > Pr( Y  given ~ X  ) Positive correlation between  Y  and  X  
 Pr( Y  given  X )  < Pr( Y  given ~ X )  Negative correlation between  Y  and  X  
 Pr( Y  given  X )  = Pr( Y  given ~ X )  No correlation between  Y  and  X  
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 In Babst’s study, the variables were whether or not a pair of countries 
went to war ( W,  below) and whether both members of the pair were democ-
racies ( D,  below). In World Wars I and II, no democracies went to war with 
each other. Th is is obviously much less than the proportion of the possible 
confl icts that occurred between either mixed pairs or pairs of non-democracies 
(~ D ). Hence: 

 Pr( W  given  D ) < Pr( W  given ~ D ) 

 Since the diff erence in probability is large, this is a very strong negative cor-
relation. Indeed, because Pr( W  given  D ) is zero, it is a  perfect correlation.  

 Babst analyzed data only from World Wars I and II, but his conclusion is 
general: Pairs of democracies are less likely to go to war with each other than 
are other mixes of government type. Th e next step, then, is to see whether 
the correlation holds up in a larger dataset. Scholars immediately ran into the 
problem of defi ning “war” and “democracy.” Th e issues are related to those 
discussed in  Chapter 3 : How are concepts of the social sciences developed? 
As so often happens in the social sciences, we begin with common notions. 
And like most colloquial terms for social phenomena, “war” and “democracy” 
are vague and evaluatively loaded. Many countries want to call themselves 
democracies, and few want to admit that their confl icts are wars. Th is is a 
case, then, where self-identifi cation is not useful. As we saw in Section 3.1, 
refi ning a concept is a substantial endeavor. Political scientists must develop 
a broader theory that gives substance to the concepts and justifi es their opera-
tionalization. Babst defi ned democracies as having legislation controlled by an 
elected body, a separately elected executive, and “some” freedom of the press. 
Subsequent refi nements have included scalar variables that represent institu-
tions as more and less democratic. With respect to the conceptualization of 
“war,” one commonly used body of data comes from the  Correlates of War  
project. Th is dataset defi nes war as requiring 1,000 battle deaths per year of 
confl ict (among other criteria), and its current version lists 95 inter-state wars 
between 1816 and 2007. Using datasets like the  Correlates of War,  scholars 
have found that the negative correlation between democratic confl ict and war 
holds, though the question of whether democracies are more peaceful in general 
is much less clear. 

 As we have noted already, Babst concluded that the presence of a democ-
racy “greatly increases the chances” of peace. Most scholars have not limited 
themselves to the observation that the variables of democracy and war are 
correlated. Th ey have gone on to draw the causal conclusion. Something 
about democratic institutions reduces the risk of war with another democracy. 
Now, one will often hear social scientists balk at talk of causality. Correlation 
is not causality, they will remind us, and this true maxim is taken as a 
blanket prohibition on making causal statements on the basis of correlational 
evidence. While caution is a good epistemic attitude, it is arguably too strong 
to refuse to countenance causal inference in statistics. Th e social scientist 
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who eschews talk of causality when describing his or her results often does 
not hesitate to make policy recommendations when describing the results’ 
signifi cance. Policy recommendations presumably rely on causal relationships. 
Th e reason we are interested in many social phenomena is that we want to 
control them; we want to decrease poverty and war, and to increase educa-
tion and happiness. For this we need something more than mere correlations. 
Th erefore, a blanket prohibition on inferring causes from correlational data 
will not serve the social sciences. 

 9.2 Are There Social Scientifi c Laws? 

 Th e correlation between democracy and peace is very strong. In this way, it 
seems similar to the laws discovered in the natural sciences. Should we regard 
the democratic peace hypothesis, if true, as a  law?  Th is question strikes to 
the heart of what it means to be a social science. Th e discovery of laws is 
usually regarded as the mark of a genuine science. We have already seen 
how laws were made prominent by the empiricist conception of theory (cf. 
Sections 3.2 and 5.1). But one need not be committed to empiricism to 
think that laws have a special relation to scientifi c activity. Th e power and 
generality of theory makes science distinctive, and theories can be general 
only insofar as they identify the laws underlying phenomena. Th e question 
of whether the social sciences could discover laws is thus one of the pivots 
of the debate over (epistemic) naturalism—whether the social sciences are 
distinct from the natural sciences. Depending on one’s perspective on this 
debate, the apparent lack of laws in the social sciences can be either treated 
as an indication of their failure to be genuine sciences, or as a mark of their 
distinctive character. 

 Characteristics of Natural Laws 

 Before one could decide whether the democratic peace is a social scientifi c 
law, one would need criteria for identifying a law of any domain. Two 
conditions are generally agreed upon which distinguish laws from mere 
correlations. 

 1. Laws must be general, making no reference to particular objects, times, 
or places. 

 2. Laws must support counterfactual statements 

 To see why these conditions are necessary, consider this true generalization: 
All the books on my desk on May 23, 2013 are written in English. It is 
obviously not a law of nature. Th e reference to particulars keeps it from 
having the appropriate level of generality. Second, it does not let us infer 
what  would  happen  if  an object satisfi ed the generalization. If Descartes’ 
 Méditations Metaphysiques  were to fall from the bookshelf onto my desk, it 
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would not be miraculously translated into English. By contrast, Newton’s 
laws of motion tell me that  if it were  dropped from a height of 150 meters 
above the surface of the moon,  it would be  traveling at roughly 16 meters 
per second on impact. Now, my copy of Descartes’  Méditations  has never 
been to the moon, nor will it likely be, and in this sense the statement about 
its velocity is “counterfactual.” Th e generalization about my desk provides 
no similar grounds for counterfactuals. 

 If laws are general regularities that support counterfactuals, then the 
democratic peace is a law. It is a strong correlation that makes no mention 
of particular objects, places, or times. And it seems to support counterfactu-
als. American foreign policy in the latter twentieth century has often aimed 
to reduce war by spreading democracy. Th is policy is supported by the idea 
that if a country becomes a democracy, it is less likely to declare war; if 
North Korea  were  a democracy it  would be  less hostile to South Korea. In 
this sense, then, the democratic peace supports counterfactuals and is entitled 
to  prima facie  status as a law. 

 Some philosophers have suggested a further condition for a generalization 
to qualify as a law. Proper laws must be exceptionless, universal generaliza-
tions. Th ey say something about what happens to all objects under certain 
conditions. Newton’s Law of Universal Gravity, for example, says that for 
 any  two masses  m  1  and  m  2 , the force between them is a function of the 
distance between them. On this view of laws, any qualifi cation of a law 
either refl ects the intrusion of external factors or shows that the purported 
law is not genuine. So, if we found an example where the force between 
two masses did not satisfy Newton’s Law of Universal Gravitation, we would 
either conclude that there was another force involved (say, a magnetic fi eld) 
or we would revise the law. In the social sciences, the proposed laws are 
typically qualifi ed with a clause that isolates the regularity from disturbing 
forces: Th e law holds  ceteris paribus,  or all things being equal. While proposed 
laws in the social sciences are typically qualifi ed with  ceteris paribus  clauses, 
contemporary philosophers of social science do not take this as a knock-
down argument against social scientifi c laws. Th e reason is that the laws of 
biology are similarly qualifi ed, and perhaps even the laws of physics as well. 
Th e interesting questions are whether laws qualifi ed by  ceteris paribus  clauses 
can be explanatory, and what such limited regularities might tell us about 
causality. We will return to these issues in Section 9.3. 

 Creativity and Complexity 

 Th e unpredictability of human behavior seems incompatible with the exis-
tence of social scientifi c laws. Since a law must be general, it is true of events 
past, present, and future. Th is means that where there is a genuine law, there 
must be predictability. Th erefore, if human behavior is unpredictable, then 
there are no laws of the social world. People can be creative, and the very 
nature of creativity precludes prediction. Moreover, human societies are 
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much more complex than natural phenomena. Th e creativity and complexity 
of human behavior seems to make it unpredictable. Th erefore, one might 
argue, it is misguided to think of the social sciences as analogous to the 
natural sciences. 

 One might argue that creativity is not merely diffi  cult to anticipate; it is 
logically impossible. Th e creation of something truly novel requires new 
concepts, new technologies, or new social relationships. To predict an inno-
vation would require the social scientist to use the very concepts, or to 
describe the very technologies or social relationships, which are supposed to 
be invented at a later time. In making the prediction, then, the social sci-
entist would be the inventor. Th e invention would then exist at the time 
the prediction was made, not at the predicted time. Any attempt to predict 
invention, therefore, is self-defeating. To illustrate the point, Peter Winch 
quotes jazz musician Humphrey Lyttelton who, when asked where jazz was 
going, replied, “If I knew where jazz was going I’d be there already” (Winch 
1958, 94). 

 Th e argument from creativity seems subject to immediate counter-example. 
Jules Verne imagined a fl ight to the moon before heavier-than-air travel was 
possible. Th is shows that the argument has to be carefully formulated. In 
his version of the argument Alasdair MacIntyre makes two refi nements 
(MacIntyre 1981, 94). First, the innovations have to be “radically new” in 
the sense that they are not simply new assemblages of existing materials. 
Th is means that predictions like “Next-generation computers will be faster 
than current computers” don’t count against the argument. Second, the 
predictions need to be based on principle, not simply imagined possibilities. 
Th e Greek legend of Icarus therefore does not count as a prediction of the 
Wright brothers’ airplane. Th e inherent or systematic unpredictability of 
human events shows that there is a kind of historical asymmetry to the study 
of human behavior. Looking backwards, we can explain why a conceptual 
innovation caught on, or how a technological change made a social change 
possible. But the unpredictability of human events means that we cannot 
look into the future in the same way as we look into the past. Th e social 
sciences are thus historical in a way that the natural scientifi c study of laws 
is not. 

 A critic might respond by granting the logical point about predicting 
radically new inventions, but argue that the conclusion that human events 
are  inherently  or  systematically  unpredictable seems to be a bit of a stretch. 
When one looks at the fi ne details of conceptual, technological, or social 
invention, the changes are often incremental. Th e required limitation to 
“radically new” innovations thus shrinks the scope of the argument to 
moments of true genius. And even if there are such moments of genius, the 
vast breadth of human history and social life is quite ordinary. Th e argument 
only shows that the search for social laws will fail in some cases. Notice that 
there is a parallel with the natural sciences on this point. Quantum mechani-
cal events are sometimes interpreted as being indeterministic. Th ey can at 
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best be represented with statistical generalizations. Th e lack of exceptionless 
laws in this domain is not grounds for saying that there are no natural laws 
at all. Th us, even acknowledging human creativity, one might conclude that 
the social sciences are rather like the natural sciences. 

 A second argument for the inherent unpredictability of social events is 
based on the complexity of human behavior. Th e powerful generalizations 
of the natural sciences can be identifi ed because it is possible to exclude 
external infl uences from our experiments, thereby isolating simple systems 
and repeatable phenomena. In the social sciences, we are interested in phe-
nomena that cannot be isolated or described in simple terms. For example, 
while it may be possible to isolate people in a lab and study their choice 
behavior, we are not just interested in how people respond to prisoners’ 
dilemmas. We are interested in phenomena like democracy and war, and 
their explanations require many more variables. Humans are remarkable in 
their capacity to engage with this complexity. Th e simplest and most fun-
damental human social interactions require sensitivity to a mass of subtle 
signals and cues. Conversations are fundamental parts of human life, but 
consider the conversations among diplomats in an international crisis. In 
his formulation of the argument, Michael Scriven emphasized that the 
conclusion is not that laws are  a priori  impossible in the social sciences. 
Rather, the “multiplicity of critical variables in the simplest interesting cases” 
suggests that “simple laws will very rarely be found” (Scriven 1956, 335). 

 In response to this argument, Lee McIntyre has pointed out that it privi-
leges our existing descriptions of social phenomena (McIntyre 1993). In the 
natural sciences, new laws typically require us to reconceptualize the underly-
ing phenomena, and theoretical advances often provide a new language. 
Boyle’s law, for example, relates temperature, pressure, and volume of a gas. 
Th ese three values are observable and retain their ordinary meaning in Boyle’s 
law. Th e kinetic theory of heat and the molecular conceptualization of gas, 
however, introduced a radical conceptual change. Temperature became mean 
kinetic energy, and pressure became the transfer of energy from the gas 
molecules to the walls of the container. Twentieth-century science has simi-
larly transformed our conceptions of disease, space, and species. Using our 
ordinary concepts for social phenomena, it may be true that there are no 
tractable generalizations to be found. It does not follow that there are no 
laws that could be formulated in another vocabulary. 

 Neither of the arguments discussed in this section succeeds in showing 
that laws in the social world are impossible. At best, they show that there 
may be limits to what can be described and explained by social laws. Th e 
arguments also suggest that it might be helpful to separate the notion of 
law from the notion of predictability. Human behavior may be unpredictable 
in certain respects, but it does not follow that there are no underlying laws 
(or causes) to be discovered. John Stuart Mill pointed out that many physical 
phenomena arise from complex interactions of underlying laws. His example 
was the study of tides, where variations in local conditions (depth, wind, 
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current, etc.) made generalizations impossible (Mill 1987 [1872]). Th e 
mathematics of chaos theory has reinforced this point. In chaotic systems, 
each event is fully determined by laws. However, their interaction is such 
that no matter how precisely the initial values of the variables are specifi ed, 
any predictions after some future point in time will be impossible. Whether 
human social interaction is chaotic in this sense is an empirical question. It 
can only be answered by trying to discover the underlying laws and under-
standing their interactions. And, one might argue, this may entail develop-
ment of new vocabularies for describing ourselves. If it turns out that 
signifi cant aspects of human life cannot be described using laws, then an 
anti-naturalist conclusion will hold for those domains: they must be under-
stood in terms other than explanation by fundamental laws. 

 9.3 Conceptualizing Causation 

 Constant Conjunction 

 Perhaps the most famous defi nition of causality is Hume’s succinct analysis: 

 an object followed by another, and where all the objects, similar to the 
fi rst, are followed by objects similar to the second. Or, in other words, 
where, if the fi rst object had not been, the second never had existed. 

 (Hume 1955 [1777], 87) 

 Without trying to do justice to the vast scholarship on this passage, a couple 
of interpretive remarks are in order. First, Hume uses the word “object” 
where contemporary philosophers who follow him would use “event” or 
perhaps “property.” Th e white billiard ball considered only as an object sits 
inert, causing nothing. Th e  event  of the white ball striking the red ball, on 
the other hand, causes the red ball to move. Second, the two quoted sen-
tences give strikingly diff erent defi nitions. Th e fi rst identifi es causality with 
an empirical regularity. Th e second sentence identifi es it with a counterfactual: 
if the cause  were not  to occur, then eff ect would not occur either. We will 
return to this feature of Hume’s defi nition. Finally, Hume requires a regular 
co-occurrence of cause and eff ect: “all the objects, similar to the fi rst, are 
followed by objects similar to the second.” Th is means that whenever we assert 
a causal relationship between two particular events,  x  and  y,  there must be 
two kinds (or  types ) of event,  X  and  Y,  and there must be a true generaliza-
tion of the form “whenever  X  occurs,  Y  occurs.” It also means that when 
we explain an event by reference to its cause, we are implicitly invoking a 
causal law. (And here you see the deeper rationale behind Hempel’s Deduc-
tive-Nomological form of explanation discussed in Section 5.1.) 

 Th e notorious problem with a regularity conception of causation is that 
regularities are too easy to fi nd. For example, I was told as a child that the 
cows lie down in the fi eld when it is about to rain. Clearly however, even 
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if the association was absolutely reliable (which it isn’t), no one in their right 
mind would suggest that the prostration of the cows causes rain. Or again, 
suppose I have the habit of snapping my fi ngers. Th en it will be true that 
 whenever I snap my fi ngers on November 1 of an election year, someone is elected 
President of the United States on November 2.  So, have I acquired the power 
of creating U.S. presidents? Obviously not. On a regularity analysis of causa-
tion, ruling out these cases requires specifying the right sort of regularity. 
We might begin by requiring that the regularities which constitute causation 
are laws of nature. Th is means that the metaphysics of causality will be 
tightly tied to the metaphysics of natural laws. Th e two features of natural 
laws discussed in Section 9.2 help exclude spurious regularities. Th e fi nger-
snap generalization fails to be a law because it mentions specifi c objects and 
times. And presumably, these generalizations do not support counterfactuals. 
We can’t make it rain by encouraging the cows to lie down. 

 Th e prostrating cows illustrate a further issue about the sort of regularities 
that constitute causal relationships. Th e real reason that we deny causal 
powers to the cows is that we believe the behavior of the cows and the rain 
to be products of a single, underlying process. Th e cows sense the change 
in the meteorological conditions, which also produce rain. In this case there 
is a  common cause  that explains the observed regularity. Th e regularity observed 
between cow behavior and rain is trumped by a further pair of regularities: 
a regular association between changes in the wind, pressure, or temperature 
and the prostration of the cows, and another association between those same 
events and rainstorms. Th is raises both metaphysical and epistemological 
problems. Metaphysically, the regularity theorist needs to specify that the 
observed regularities are not the product of a common cause. But then the 
diffi  culty becomes epistemological; identifying common causes is a deep 
challenge for any view of causation. 

 Linear Equation Modeling and Causal Regularities 

 Th e democratic peace hypothesis is remarkable because the correlation is so 
strong, perhaps even perfect. Most regularities of interest to the social sci-
ences are shot through with exceptions. Th e dominant approach in the social 
sciences has been to represent the regularities in terms of probabilities. We 
encountered the fundamental notion of a probabilistic dependence, or cor-
relation, in Section 9.1. Where two event types are correlated, the presence 
of  X  either raises or lowers the probability of  Y.  In symbols: 

 Pr( Y  given  X  ) ≠ Pr( Y  given ~ X  ) 

 Since we expect causal relations to exhibit probabilistic dependence, it is 
natural to extend the sort of regularities which constitute causality to proba-
bilistic regularities. 
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 In the discussion so far, our event types have been “binary variables,” 
which means that they are either true or false. In other words, a government 
is either democratic or non-democratic; a war either occurs or it does not. 
Many of the relationships we are interested in, however, are not all-or-nothing. 
For example, do extra years of school raise a person’s income later in life? 
If you imagine a graph that plots the number of years of school against 
income at, say, age 35, it will probably be a cloud of data points. Whether 
the two variables are correlated depends on the shape of that cloud. If the 
points in the cloud are randomly scattered and don’t cluster in any way, 
then we would say that there is no connection between schooling and 
income. Th e variables are uncorrelated. At the other extreme, the values 
might fall perfectly along a line. Each additional year of schooling would 
be worth, let’s imagine, exactly another $5,000 in income. Th is would be a 
perfect correlation. Chances are, however, that the data points would be a 
kind of an oblong cloud that sloped up to the right. Th e narrower that 
oblong cloud—the more like a line—the higher the degree of correlation. 
For a very strong correlation, knowing the years of schooling will allow a 
fairly precise prediction of income at age 35. A weak correlation corresponds 
to a fatter cloud, and a correspondingly vague prediction about income 
based on years of schooling. 

 In a question about the relationship between school and income, we are 
not just interested in whether the variables are correlated; we want to know 
 how much  one factor contributes to another .  Th is corresponds to the slope 
of the oblong cloud of data points. Th e more schooling raises income, the 
steeper the line will rise. A linear regression model estimates this slope, and 
represents in a formula of this form: 

  Y  =  a  +  bX  +  U  

 Here, the coeffi  cient  b  represents the slope. Intuitively, this represents the 
amount or strength of the eff ect. If  b  is large, more schooling raises income 
a lot. Th e fi nal term,  U,  is the “error term.” You can think of this as captur-
ing the eff ect of other variables besides  X,  or perhaps representing the error 
of the measurement.  U  is not a known or measured factor. It is a distribution 
of probabilities, which will give us the probability for a particular value of 
 Y,  given a particular value of  X.  In general, we do not expect events to have 
unique causes. Events come about because a number of factors came together 
in the right way. Income is aff ected not only by schooling, but perhaps by 
the prestige of the school, the subjects you study, the region in which you 
live, and so on. Additional factors can be added into the simple model: 

  Y  =  a  +  b  1  X  1  +  b 2 X  2  + . . . +  b  n  X  n  +  U  

 Each of the various independent variables ( X  n ) is associated with its own 
coeffi  cient, representing the diff erent contributions made by the variable. 
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 Once we have the power of statistical measures of correlation in hand, it 
is very tempting to identify causes and correlations. Th at is, we might just 
say that: 

  X  causes  Y  if and only if Pr( Y  given  X  ) ≠ Pr( Y  given  ~X  ) 

 But if you’ve had a statistics course, you are probably throwing up your 
hands and crying foul. “Correlation is not causation!” you say. To confuse 
the two is the classic fallacy of statistical methodology. But wait, Hume’s 
point was precisely that correlation  is  causation. Th ere is nothing to causality 
but constant conjunction, and all this math is nothing more than a fancy 
way of expressing conjunction. What’s going on? Contrary to fi rst appear-
ances, a regularity theorist like Hume would agree with your statistics teacher. 
Th e mere fact that  X  is correlated with  Y  is not enough to constitute causal-
ity. At the very least there have to be no other variables  Z  which are common 
causes of  X  and  Y.  Moreover, to say that  X  causes  Y  is to say that if  X  were 
to occur, then  Y  would too. So the identifi cation of causes with correlations 
is too strong. More plausibly, the existence of a correlation is a necessary, 
but not suffi  cient, condition for a regularity to be causal regularity (or law). 

 Interventionism 

 Th e regularity conception of causality suggests that we can identify causal 
relations by simply looking at a pattern of occurrence. On the contrary, one 
might say, the sciences depend on experimental interventions. Th e investiga-
tor manipulates the purported cause, showing that  Y  can be changed by 
making changes in  X.  An alternative to Hume’s regularity conception of 
causality, one that can be traced back to Th omas Reid in the eighteenth 
century, is to think of causes in terms of manipulation, intervention, and 
experiment. As a fi rst pass, one might think of causality this way:  X  causes 
 Y  if and only if a person can bring about changes in  Y  by changing  X.  In 
recent work, James Woodward (2003) has refi ned this  interventionist  concep-
tion of causality. Th e notion of an intervention has also been useful in 
understanding causal inference, though we will postpone discussion of the 
epistemic consequences until Section 10.1. 

 An obvious challenge to any account of causality that depends on inter-
vention is that it is anthropocentric. If causality depends on the possibility 
of intervention, we cannot make causal claims about history. Since it is 
impossible to travel back in time and change whether Archduke Ferdinand 
would be killed by an assassin, we cannot claim that his assassination was 
among the causes of World War I. To address this problem, Woodward 
removes reference to what a person could do in his defi nition: 

 A necessary and suffi  cient condition for  X  to be a direct cause of  Y  with 
respect to some variable set  V  is that there be a possible intervention 
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on  X  that will change  Y  (or the probability distribution of  Y  ) when all 
other variables in  V  besides  X  and  Y  are held fi xed at some value by 
interventions. 

 (Woodward 2003, 55) 

 Th e point of the analysis, it should be emphasized, is not to show how 
causes are demonstrated. It is to articulate the content of a causal claim. An 
intervention that stopped Gavrilo Princip from assassinating Archduke Fer-
dinand is possible in the sense that someone could have stopped him at the 
time. Of course, it did not actually happen and we could not bring it about 
now. When we say that the assassination of Ferdinand caused World War 
I, then, we are saying that if a diff erent event had occurred, such as Princip’s 
gun misfi ring, it would have changed whether World War I began. 

 Two features of Woodward’s conditions for  X  to be a direct cause of  Y  
deserve comment. First, note that all variables except for  X  and  Y  are held 
fi xed. Th e analysis presupposes that it is possible to isolate  X  and “surgically” 
intervene on it. In the literature, this is called the modularity assumption. In 
real causal systems, this may be impossible. Socialist countries, for example, 
often have had planned economies. Th e transition to democracy in Eastern 
Europe was thus accompanied by substantial social and economic change. 
One might argue that it is impossible for the form of government of a country 
to change from a non-democracy to a democracy without also changing at 
least some of its social and economic systems. If so, then modularity fails for 
the democratic peace hypothesis because we cannot intervene on the hypoth-
esized cause alone. We will return to this point in the next section. 

 Second, the analysis invokes a set of causal variables  V.  As Woodward 
points out, this means that there can be direct causes at diff erent levels of 
analysis. If our set of variables includes only country-level properties like 
form of government, economic institutions, and so on, then form of govern-
ment might be a direct cause of peace. On the other hand, we might have 
a lower-level analysis where the beliefs and attitudes of the leaders are vari-
ables. Th ere might also be direct causal relations at this level. For any event, 
a variety of causal accounts are possible, and these are often at diff erent 
levels of analysis. Th is has consequences for the issue of reductionism dis-
cussed in  Chapter 6 . On Woodward’s version of an interventionist account 
of causality, it is possible to have causal relationships at the social level. If 
we succeed at generating powerful causal theories which make no reference 
to individual-level properties, then an anti-reductionist position will be 
supported. 

 An interventionist account of causality has at least two advantages over a 
regularity account. First, on an interventionist account, causal explanations 
can be given in the absence of laws. Th ere is no law-like regularity associat-
ing assassinations with the outbreak of war. A regularity account must look 
elsewhere for the underlying laws that substantiate the causal claim about 
the beginning of World War I. On an interventionist analysis, the causal 
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claim is about how things would have been diff erent if the assassin’s shots 
had not been fi red. Hence, the causal explanation can be given directly: 
World War I began because of the shots fi red in Sarajevo. 

 Th e second advantage that the interventionist view has over the regularity 
view concerns the distinction between genuine and spurious generalizations. 
As we saw in the previous section, the regularity conception of causality has 
a special need to get this distinction right. Without a clear distinction 
between genuine laws and spurious correlations, the regularity conception 
of causality collapses. However, the distinction is independently important. 
If the correlation between democracy and peace were spurious, then trying 
to promote peace by spreading democracy would be pointless. Woodward 
argues that the notion of an intervention can be recruited to do this work. 
Proper causal relationships are  invariant:  

 A generalization  G  (relating, say, changes in the value of  X  to changes 
in the value of  Y  ) is invariant if  G  would continue to hold under some 
intervention that changes the value of  X  in such a way that, according 
to  G,  the value of  Y  would change—“continue to hold” in the sense 
that  G  correctly describes how the value of  Y  would change under this 
intervention. 

 (Woodward 2003, 15) 

 Th e generalization about the cows and the rain is not invariant. When we 
intervene on the cows by making them lie down on a sunny day, no rain 
is forthcoming. Th e generalization about democracy and peace is a better 
candidate for an invariant generalization. If the democratic peace hypothesis 
is true, we would expect nations to be more or less likely to engage in armed 
confl ict as their form of government changed. Woodward points out that 
thinking of causal generalizations in terms of invariance provides a very 
natural way to interpret linear equations: 

  Y  =  a  +  b  1  X  1  +  b 2 X  2  + . . . +  b  n  X  n  +  U  

 In this kind of causal model, the coeffi  cients ( b  n ) appear to say something 
about the strength or magnitude of the causal factor ( X  n ). On a regularity 
view, it is hard to understand what “strength” could mean, since the equa-
tion is interpreted as reporting only a correlation. On the interventionist 
view, if the generalization is invariant, then  b  n  is reporting  how much  a 
change in  Y  will be brought about by a change in  X  n . 

 A further, practical virtue of the interventionist analysis is that it helps 
disambiguate causal claims. It is not unusual in the social sciences to see 
claims like this: 

 Being female causes one to receive a lower salary. 



222 Causality and Law in the Social World

 An interventionist view invites us to consider what sort of interventions on 
the cause would change the eff ect. Once we do this, it is clear that the 
statement is a bit misleading. It suggests that if a woman wants to change 
her salary, she should have a sex-change operation. Th is is probably not the 
causal relationship the social scientist had in mind. Rather, the point is 
about discrimination by those who hire and fi x salaries. A relevant experi-
mental manipulation would be something that aff ected the beliefs of the 
boss. And this is what actual research tends to do. For instance, the researcher 
might send out resumes that are identical except for the gender-specifi c 
names to see if there is a diff erence in salary off er. Alternatively, one might 
claim that discrimination is independent of the beliefs of the management. 
Th e discrimination might arise from institutional rules or informal practices 
that have the unintended consequence of depressing the salaries of female 
employees. Again, this causal relationship suggests an entirely diff erent sort 
of intervention. Th inking of causal relationships in terms of how changing 
one variable brings about changes in another can thus make our causal 
explanations more precise. 

 Capacities and Nomological Engines 

 A second alternative to a Humean conception of causality invokes the idea 
of causal capacities or tendencies. Both the Humean and the interventionist 
accounts of causality agree that a correlation is a necessary, but not suffi  cient, 
condition of causality: 

 If  X  causes  Y  then Pr( Y  given  X  ) ≠ Pr( Y  given  ~X )  

 In other words, where there is a genuine causal relationship, there is a cor-
relation. Importantly, this entails that where there is no correlation, there is 
no causation. (Th is latter point plays an important role in the epistemology 
of causal inference, and we will discuss it further in Section 10.1.) By con-
trast, the capacity views of causality reject correlations as a necessary condi-
tion of causes. On the capacity view, the correlations we observe arise from 
underlying causal relationships. Th ose causal powers exist even if the causes 
cancel each other out or are masked by other causal forces. Th e capacity 
view thereby stands opposed to both Humean and interventionist views. 
Because it treats causes as powers or properties that stand behind and explain 
observed regularities, this view is often called a “realist” view of causation. 

 Like the interventionist view, a capacity view downplays the role of laws in 
the conception of causality. In our earlier discussion of laws (Section 9.2), we 
noted that the laws found in the natural sciences typically require  ceteris paribus  
clauses. Kepler’s fi rst law of planetary motion, for example, says that a planet 
will travel in an ellipse with the sun at one of the two foci. Th is is true only 
if we ignore the infl uence of the planet’s moons and the other planets in the 
solar system. Laws also have limited ranges of application. Boyle’s law, which 
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relates gas pressure to volume, breaks down when the pressures are too high. 
Th e important point is not that the laws have exceptions, but that science 
progresses as we come to understand  why  the laws fail. Th e objects have causal 
properties: because massive bodies attract each other gravitationally, they move 
in ways that approximate Kepler’s laws. When a system is simple and isolated, 
the causal properties will be manifest. Since the other large planets are so far 
from, say, Mars, the orbit of Mars closely approximates Kepler’s fi rst law. 
When Kepler’s law fails, as it does for the orbit of Uranus, it is explained by 
the gravitational pull of another planet (Neptune). Th e causal capacities of 
the objects thus explain the observed law and its exceptions, and therefore 
causes cannot be identifi ed with law-like regularities. 

 Do social properties have causal powers analogous to gravitation, magne-
tism, or charge? We certainly speak colloquially of social roles and institutions 
as having causal powers. Police offi  cers can do things that no citizen can 
do, and this is not because of any special powers of the individual who 
happens to be an offi  cer, but because of the social status. And on a capacity 
conception of cause, it seems natural to interpret the democratic peace 
hypothesis as claiming that democracy has the power to bring about peace. 
Proponents of the capacity view are divided on this issue. Some have seemed 
tempted to attribute causal power to social entities. Doing so, however, 
suggests that social entities would act “on their own” if isolated. Even to an 
anti-reductionist, there is something odd about the claim that, say, a social 
role could  by itself  bring about a pattern of behavior. Social entities arguably 
have their eff ects manifested by the actions of the people who occupy the 
roles. For this reason, some proponents of a capacity theory locate the causal 
powers of social things in individual agency. Th is means that the causal 
effi  cacy of police forces or schools must be understood in terms of underly-
ing mechanisms. Th e ultimate elements of these mechanisms are people who 
make decisions on the basis of both their individual preferences and on their 
understanding of their environment (natural and social). Others philosophers 
are more skeptical. While the best social science can articulate the working 
of some social systems, they have not yet done so in terms of fundamental 
capacities. On a more skeptical view of social capacities, all social phenomena 
(even agents) are systems constructed from more fundamental causal proper-
ties. Th is dispute is clearly important for the issue of reductionism, for if 
institutions, social roles, and so on have irreducible causal powers, then one 
can argue that they are ontologically irreducible. 

 Whether or not there are irreducible social capacities, capacity theorists 
agree that most social phenomena gain their causal effi  cacy from the fact that 
they are parts of, or rely on, larger causal systems. As an analogy, notice that 
an automobile has no causal powers of its own. Left alone as an isolated 
system, an automobile would do nothing. Th erefore, it is not appropriate to 
attribute causal powers to it. An automobile is a system engineered to produce 
particular kinds of regularities: it accelerates when I press the gas pedal; it 
decelerates when I press the brake, and so on. Th ere is a causal relationship 
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between pressing the pedal and the acceleration of the vehicle, and that rela-
tionship is mediated by the whole system. Nancy Cartwright called such 
systems “nomological engines.” Th e fact that causal relationships often depend 
on larger causal systems (nomological engines) also explains why  ceteris paribus  
clauses are necessary in many causal generalizations. Pressing the gas pedal 
accelerates the car only if the engine is running, the tank is full of gas, the 
wheels are touching the ground, etc. Th ese qualifi cations are neither eliminable 
nor fully specifi able. After all, there is no end to the possible ways in which 
the system may fail. Th inking of social phenomena as causal systems, rather 
than entities with causal powers of their own, therefore explains the pervasive-
ness of  ceteris paribus  clauses in causal generalizations. 

 Th e idea that social phenomena have causal powers because they are parts 
of causal systems has several important consequences for the social sciences. 
Some are epistemic, and we will discuss them in the next chapter. Here we 
will focus on points that help diff erentiate the capacity view of causation 
from the regularity and interventionist conceptions. First, both the regularity 
and the interventionist conceptions of causality tend to view causes as inde-
pendent and isolatable. Th is commitment is sometimes called “modularity.” 
While proponents of the regularity and interventionist recognize that real-
world causal relationships take place against a complicated background, they 
treat this background as something from which the social scientists can 
abstract. In the interventionist defi nition of cause, this emerged as the 
requirement that all other variables in the system be held “fi xed” while the 
one variable is manipulated. Nancy Cartwright has argued, to the contrary, 
that “[m]odularity is not a universal feature of deterministic causal systems” 
(Cartwright 2007, 96). Very often, a system is set up so that one causal 
variable cannot be manipulated without changing the values of a number 
of others. As discussed above, it is probably impossible to change a country’s 
form of government without making substantial changes in its economy, 
educational institutions, military, and so on. If so, one might argue, the 
democratic peace hypothesis cannot be a causal generalization according to 
the interventionist view. A capacity theory emphasizes the systematic character 
of causality, but it does not insist on modularity. Th e tangled character of 
causal systems is thus no problem from the capacity point of view. 

 Th e interventionist may respond that the objection confuses a practical 
diffi  culty with an in-principle impossibility. Th e interventionist conception 
of cause explicitly does not require that humans be actually able to make 
the interventions that defi ne causes. Th e conception requires only that  if  
(counterfactually) we were to isolate the form of government and intervene 
on it, then there would be peace with other democracies. While the inter-
ventionist can accept the fragility of actual systems, especially in the social 
world, admitting too much undermines one of the motivations for inter-
ventionism. Th e interventionist view is attractive because it identifi es causes 
that are relevant for our practical interaction with social institutions. When 
modularity fails, Cartwright argues, then “ the right way  of jiggling  A  to test 
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if it causes  R  is almost never the way we would expect to do it to produce 
 R ” (Cartwright 2009, 11). Indeed, there may be cases where the correlation 
is known to be the result of an underlying common cause. For example, 
both sexist remarks and inequitable treatment result from a person’s underly-
ing beliefs and attitudes. However, the causal system that includes the 
feedback between belief, behavior, and social sanction might be such that 
restricting sexist remarks  also  changes inequitable treatment. In such a case 
we would manipulate one eff ect of a common cause (the speech) so as to 
change the other eff ect of a common cause (the behavior). By attending to 
the causal system, we see what interventions might be eff ective. 

 One objection to a capacity view of causation brings us full circle and 
back to Hume. Hume criticized the notion of natural necessities because 
they were mysterious. In this vein, one might argue that conceptualizing 
causality as a power, tendency, or capacity is not very informative. It simply 
gives a new name to the concept to be analyzed. Furthermore, if we do not 
know whether there are social capacities, what relevance does the capacity 
analysis have for the practice of social scientifi c inquiry? Th ere are two pos-
sible responses a capacity theorist might suggest. First, like the interventionist 
view, the capacity view rids the social scientist of the fi xation on laws and 
generalizations. Social scientifi c theory should search for the underlying 
mechanisms that produce those generalizations. Second, the capacity theory 
highlights the importance of causal systems, with their limits and fragility. 
In contrast to the interventionist view, the capacity analysis does not require 
modularity, and can treat causal relationships that depend on unknown and 
complex mechanisms as genuine. 

 9.4 Models and Mechanisms 

 Secret Springs and Principles 

 “Th e historian,” wrote Hume in the  Inquiry,  “traces the series of actions 
according to their natural order, remounts to their secret springs and prin-
ciples, and delineates their most remote consequences” (Hume 1955 [1777], 
34). Th us, even Hume found it natural to think of causes in terms of 
mechanisms. Superfi cial correlations are supported by “secret springs and 
principles,” which must be uncovered and brought to light if history is to 
be properly understood. We have seen in this chapter how philosophical 
thinking about causality has moved from a fi xation on laws and correlations 
to interest in mechanisms and causal systems. In the social sciences, there 
has been a parallel movement. Many social scientists have become dissatisfi ed 
with the kind of correlational research that results from the search for laws. 
Th ey have called for an approach that unwinds the secret springs and prin-
ciples of social phenomena. 

 Two kinds of argument support calls for mechanistic explanation. Th e 
fi rst appeals to mechanisms to help solve the epistemological problem of 
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identifying causes. As we argued in Section 9.3, one of the reasons why we 
think that humidity and temperature cause rain, rather than prostrating 
cows, is that we understand the underlying mechanism that accounts for 
the correlations. Looking for mechanisms that underlie correlations, then, 
is a strategy for identifying properly causal regularities and excluding spuri-
ous ones. We will postpone consideration of this argument to Section 10.1. 

 Th e second motivation for proposing mechanistic explanation arises from 
dissatisfaction with the sort of theories and explanations produced by cor-
relational research. On a Deductive-Nomological account of explanation 
(recall Section 5.1), the law-like generalization that relates democracy and 
peace explains why Britain and France, for example, have not gone to war 
since the Napoleonic era. Some have objected that this “explanation” does 
nothing more than summarize the correlation. We want to understand  why  
democracy is correlated with peace, and for that we need to understand the 
underlying mechanism. Th e cause must lie deeper. Proper explanations in 
science, one might conclude, elicit underlying mechanisms. Insofar as a 
theory remains only on the surface, it is not properly scientifi c. Th is kind 
of argument will be the topic of this section. 

 Before diving into the specifi c issues, a terminological note is in order. Th e 
literature on mechanisms in the social sciences often contains an ambiguity. 
When we seek a “mechanism,” are we looking for a specifi c form of theory 
or a kind of social system? Th e answer is often that we want both. To forestall 
confusion, it will often be helpful to distinguish between  models  and  mecha-
nisms.  Models are a product of scientifi c research; they are a form that theorizing 
can take. As we will see below, they typically propose an analysis of some 
larger phenomenon or correlation (such as the democratic peace) into a set 
of elements, and they specify the interactions among the elements that bring 
about the larger phenomena. Models may take the form of a set of equations, 
may be implemented by a computer simulation, or they may be described 
qualitatively. What models describe are the workings of a particular type of 
social system. Th at is, models describe mechanisms .  Th e plans which show 
how a cuckoo clock is made, as well as the cardboard mock-up of a cuckoo 
clock, are  models;  the springs and gears which make the hands move and the 
wooden cuckoo burst forth is the  mechanism.  Th at said, there is no need for 
Severe Lexical Discipline in this area. We will follow the literature and let the 
phrase “mechanistic explanation” refer to either models or mechanisms, and 
we will draw distinctions where necessary. 

 Correlations, Black Boxes, and Processes 

 Dissatisfaction with correlational research gives rise to two arguments for 
mechanistic explanation in the social sciences. Th e diff erence between the two 
depends on the attitude taken toward the macro-level correlations. According 
to the fi rst argument, discovering correlations is important, but it is only the 
beginning of social scientifi c inquiry. Correlations by themselves explain very 
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little. We want to know  why  regularities such as the democratic peace or the 
broken windows theory obtain. Th roughout the history of science, progress 
has been made by searching out the underlying mechanisms that explain the 
surface-level phenomena. Mechanistic explanation is therefore necessary to 
“open the black box” and explain the observed regularities. 

 Th e second sort of argument for mechanisms seems to eliminate the macro 
level from any explanatory role. Jon Elster has argued that when we look 
at the deeper mechanisms that lie behind social phenomena, we sometimes 
fi nd processes that oppose each other: 

 Th eories of voting behavior, for instance, have identifi ed both an under-
dog mechanism and a bandwagon mechanism . . . Th ose subject to the 
former tend to vote for the candidate who is behind in preelection polls, 
whereas those subject to the latter vote for the front-runner. With many 
voting for the underdog, the frontrunner might lose, and vice versa. If 
the two types are more evenly mixed, there might be no noticeable net 
eff ect, so that the polls would be good predictors of the actual vote. 
Th e lack of infl uence of polls on voting in the aggregate does not show, 
however, that individuals are unaff ected by the polls. Th e neutral aggre-
gate could mask a homogenous population of neutral individuals—or 
a heterogeneous population of individuals who are all strongly aff ected 
but in opposite directions. 

 (Elster 1998, 70–1) 

 In this sort of case, the correlations are misleading. Th erefore, a social sci-
entist should not aim at explaining the macro-level generalizations. Th e 
underdog and bandwagon eff ects explain how information about candidate 
popularity aff ects voting, and these explanations are independent of whether 
there is a macro-level correlation between polls and election outcomes. 
According to this argument, appeal to processes like the underdog and 
bandwagon eff ects is complete explanation. Mechanistic explanations thus 
replace higher-level generalizations. For the sake of a handle, let us call this 
second argument for mechanisms the “process argument.” 

 Both the black-box and the process arguments conclude that mechanistic 
explanation is a distinct and superior approach to the causal explanations 
commonly found in the social sciences. Presenting mechanistic explanation 
as something diff erent from other causal explanations, however, creates a 
tension between two features of mechanistic explanation. Pierre Demeulen-
aere has pointed out that: 

 On the one hand, [appeal to mechanism] clearly implies some kind of 
regularity, causality and predictability; in the absence of such features 
it would seem an abuse of language to speak of a mechanism . . . On 
the other hand, it has to be linked to the historical aspect of social life, 
and to the necessity of taking into account the uniqueness of events, 
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the very frequent diffi  culty of making predictions, and the apparent 
diffi  culty of using the notion of a “law” in the social sciences. 

 (Demeulenaere 2011b, 176) 

 Th e uniqueness of mechanistic explanation is grounded in the second feature. 
Modeling eschews appeal to laws or general correlations by emphasizing the 
explanation of locally specifi c events. For example, the results of a  particular  
election are explained as the combined outcome of the bandwagon and 
underdog eff ects. Or again, the increase in crime in a  particular  neighbor-
hood is explained by the activation of social norms known to the residents. 
At the same time, if there were no causal regularities in play, it is hard to 
see how the model could really be characterizing causal mechanisms. After 
all, the underdog and bandwagon eff ects are themselves causal relationships 
that hold across a wide range of social contexts. In response to the two 
arguments for mechanistic explanation, then, one might conclude that the 
call for mechanistic foundations is nothing more than an insistence on 
ordinary causal explanations at a “lower” level. 

 Th e tension between the generalizing and localizing impulses of mecha-
nistic explanation is created, at least in part, by diff erent conceptions of 
causality in the literature on modeling. From a regularity standpoint, mecha-
nistic explanation is nothing more than explanation by laws governing the 
micro-level phenomena. Combined with an empiricist standpoint on theo-
ries, this conception of causality entails that mechanistic explanation is just 
the ordinary use of laws in the social sciences. For the interventionist, appeal 
to causal laws is replaced by appeal to invariant generalizations. Th ese will 
be dependent on the particular causal systems under study. Th e capacity 
theorist can take a similar approach. Th is means that while mechanistic 
explanations will require some generalizations, their gambit may not reach 
very far beyond the particular systems under investigation. Th e appeal to 
mechanisms is causal, but the explanation does not rely on general laws in 
the way that the Deductive-Nomological view of explanation suggested. 
Hence for the interventionist and capacity views of causation, mechanistic 
explanation is distinct from the attempt to use laws to explain broad swaths 
of human behavior. 

 Middle Range Theory and Agent-Based Models 

 Th e tension between the generalizing impulse of causation and the local-
izing impulse of causal systems has been resolved in diff erent ways, leading 
to a variety of distinct kinds of modeling in the social sciences. Th e phrase 
“middle-range theory” was used by the sociologist Robert Merton to call 
for theories that were less abstract than those proposed by Weber, Dur-
kheim, or Parsons (Merton 1957). Middle-range theories were supposed 
to formulate more specifi c causal hypotheses, apply to a narrower range 
of phenomena, and have a more robust empirical foundation. In its 
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middle-range-theory guise, model building is simply a more localized or 
detailed version of theory construction. Consider, for example, Karen 
Rasler and William Th ompson’s study of the democratic peace. Th ey pro-
pose that democracy and peace are mediated by a mechanism with two 
parts: the presence of neighboring countries that are perceived to be hostile, 
and the degree to which the politicians of a country hold concentrated 
power. Th eir diagram of the model is in   Figure 9.1   (Rasler and Th ompson 
2004, 885).    

 In   Figure 9.1  , the boxes represent the variables and the arrows represent 
the causal relations. Th e “+” and “–” signs indicate causes that increase the 
eff ect and causes that suppress it. Confl ict is thus modeled as the product 
of three causal factors. Perceived external threat and domestic power inequal-
ity increase the likelihood of confl ict, while democratization lowers it. Th e 
precise character of these causal relationships is formulated in terms of linear 
equations, such as: 

 log(Dispute)  t   =  α + β 1 (Th reat)  t   + β 2 (Democracy)  t   + β 3 (Peace Years)  t   
+ β 4 (War)  t   + β 5 (Disputes)  t   − 1 + error  t   

 (Rasler and Th ompson 2004, 897) 

 Th e diff erence between Rasler and Th ompson’s causal model and Babst’s 
correlation is twofold. First, the causal model tries to represent the process 
by which the form of government creates peace. In so doing, it can present 
a more nuanced account. Democratization tends to increase the chances of 
peace, but its eff ect may be overwhelmed by the other factors. Like Elster’s 
example of the bandwagon and underdog eff ects, these processes may operate 

 Figure 9.1  Rasler and Th ompson Model of Democratic Peace
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to suppress the correlation between democracy and peace. Second, the vari-
ables are more easily interpreted as causal factors. At the level of Babst’s 
correlation, one is left wondering how democracy could infl uence war. Rasler 
and Th ompson’s variables are things like  perceived  external threat and power 
 inequalities.  Th ese are the kinds of factors that infl uence human action. 

 Rasler and Th ompson’s model has two features that are interesting for 
the discussion of mechanistic explanation. First, notice that in their dia-
gram, the macro-level association between form of government and external 
confl ict is represented as a direct cause. If we think of the perception of 
external threat by citizens of a nation and the distribution of political 
power within that nation as the “micro” variables, this explanation includes 
both micro- and macro-level causes. Rasler and Th ompson’s explanation 
thus does not quite fi t the microfoundations schema of Figure 6.3. While 
the explanation goes some way towards analyzing the association between 
democracy and war, it does not do so exhaustively as the microfoundations 
schema suggests it should. Rasler and Th ompson would point out, no 
doubt, that the macro-level association remained signifi cant in their analy-
sis. Th ere is thus  evidence  for such a high-level causal relationship. Th is 
use of regression equations to quantify causal relationships is the second 
interesting feature of their account. Th is model seems to grasp the fi rst 
horn of Demeulenaere’s dilemma, thereby minimizing the diff erence 
between a “mechanistic” causal model and any other causal explanation. 
We may conclude that considered as middle-range theories, models that 
characterize mechanisms diff er from other causal explanations primarily 
in their level of specifi city or abstraction. 

 Another kind of causal modeling treats models as  replacing  the interest 
in higher-level generalizations entirely. As an example, consider Th omas 
Schelling’s explanation of segregated housing patterns (Schelling 1969). 
Schelling suggested that segregated neighborhoods might arise not from 
racism, but from the simple preference to live near similar people. As a 
model of how segregation can emerge from this preference, imagine a grid 
of 100 squares on which 80 red and blue pieces have been distributed 
randomly. Each piece represents a household, and a household’s neighbor-
hood is the four squares directly adjacent. We will postulate that every 
household prefers to have at least 50 percent similarity among their neigh-
bors. A red piece surrounded by three blues and a red is thus “dissatisfi ed,” 
while a red piece surrounded by two blues and two reds is “satisfi ed.” If 
we begin with a random distribution, some will be satisfi ed while others 
will not be. Th e model then unfolds as a series of moves. At each stage, 
each dissatisfi ed piece moves to the nearest open square that is more sat-
isfactory than its current neighborhood. As you’d expect, the board evolves 
into regions that are predominantly either red or blue, with mixing around 
the boundaries. 

 Schelling’s model of neighborhood segregation is routinely cited as an 
example of mechanistic explanation and causal modeling. It is often treated 
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as if it fi ts the microfoundations paradigm, and in certain ways it does. In 
other ways it is quite diff erent. First, notice that it is not explaining a higher-
level association between two macro variables. Th e fact that real neighbor-
hoods tend to be segregated is a higher-level pattern, but “neighborhood” 
and “segregation” are not variables in a correlation. Schelling’s model explains 
the emergence of this pattern. Second, it is  generative.  Rasler and Th ompson’s 
model uses linear equations to explain how the process works. Given a set 
of values for the independent variables, their model predicts an outcome 
value for each dependent variable (within a probability range). Schelling’s 
model specifi es rules for changing the state of the board from one time to 
the next. Given an input (the random distribution of red and blue tokens), 
the rules are iteratively applied. Th ere is no pre-determined end state. Th e 
pieces might fall into a local equilibrium from which no move can be made; 
every piece is as satisfi ed as it can get. Alternatively, the system might end-
lessly cycle as dissatisfi ed pieces move to better places, only to be later 
dislodged by the movements of other pieces. 

 Schelling’s model of neighborhood segregation was an early instance of a 
program that has become known as “agent-based modeling.” Computer 
simulations permit social scientists to implement complex models and run 
them through a large number of state transitions. Unlike other kinds of 
causal modeling, generative models need to be run multiple times in order 
to determine their properties. Notice that the input to Schelling’s model is 
a random arrangement on the grid. Th ere is no reason to expect that every 
possible initial arrangement will have the same result. Moreover, the model 
incorporated several arbitrary parameters. In the above description, the 
preference was set at 50 percent. What happens if it is stronger or weaker? 
Is there a threshold below which no segregation arises? Th e model also 
defi ned a neighborhood as the four adjacent squares. What happens if the 
neighborhood is larger? In agent-based modeling, creating the model is just 
the fi rst step. Th e investigation proceeds by exploring what the model does 
with diff erent initial conditions or parameters. 

 Agent-based models are deliberately over-simplifi ed and unrealistic. Th eir 
interest lies in the way that they are able to generate interesting social-level 
patterns with meager micro-level materials. Th e unrealistic character gives 
rise to some interesting challenges. First, there is a problem of evaluation. 
Is there an empirical basis for saying that Schelling’s model is or is not a 
good explanation of segregation? Agent-based models are a form of simula-
tion, but unlike some simulations, we care about  how  the simulation was 
produced. When a movie uses computer graphics to simulate an explosion, 
it does not matter whether the program used Newton’s mechanics to cal-
culate the trajectory of each fl ying rock. It only matters whether the 
explosion looks realistic. A scientifi c model will be explanatory only if the 
mechanisms it uses are realistic. So, part of the process of evaluating a 
generative model will be to determine whether the rules and parameters 
are accurate representations of social states and processes. Schelling’s model 
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is plausible because its central rule—live next to people who are like 
you—is a plausible psychological generalization. So, like other kinds of 
models, we would expect the mechanisms postulated by an agent-based 
model to be reasonable approximations to known causal interactions at 
the micro level. 

 Th e fact that agent-based models are simplifi ed raises a second issue: 
the problem of abstraction. Schelling’s model only includes one preference 
and it treats all squares on the grid the same. Th ere are no schools or 
grocery stores, no parks or rivers. Does it matter what is excluded from a 
model? While it is vivid for agent-based models, all causal theories share 
this problem about abstraction. We touched on it briefl y in Section 9.3 
when we noticed that Woodward’s defi nition of an intervention depended 
on the choice of a variable set. Any causal model will have to leave some-
thing out. Very often the excluded factors will be known to be important. 
Schelling was well aware that housing decisions actually invoke many 
criteria, that neighborhoods are not grids of squares, that people have both 
proximate and remote neighbors, and so on. Th e question is whether the 
model has  over -simplifi ed, or abstracted in ways that seriously distort the 
explanation. If so, then the model would seem defi cient. Unfortunately, 
no one has articulated good general criteria for deciding whether something 
 important  has been excluded. Indeed, this is an issue of values, and thus 
a place where non-epistemic criteria may be needed to judge the adequacy 
of a scientifi c explanation (cf.  Chapter 2 ). 

 Th e problem of judging whether a model is over-simplifi ed is exacerbated 
by a further problem of theoretical autonomy. Agent-based models are rarely 
linked together theoretically. In general, theorists in this area are not trying 
to develop or test a unifi ed theory. (Models that use rational choice theory 
as the central construct might be an exception. But as we have discussed, 
RCT is not a unifi ed theory.) Each model postulates its own rules. As a 
result, there will be multiple models of the same phenomenon, and this 
multiplicity is exacerbated by the way models abstract and simplify. What, 
if anything, would make one model better than another? Th is kind of prob-
lem is well-known in the sciences. Philosophers call it “underdetermination”: 
more than one theory or model of a given phenomenon is possible, and the 
observations are insuffi  cient to choose among them. One commonly accepted 
solution to the problem of underdetermination is to link models or theories 
together. Archeologists, for example, face severe problems of underdetermi-
nation since their data is so meager. Th ey draw on independently established 
models and theories to show that one interpretation is superior. Archeologists 
will draw on things outside of their fi eld, such as the chemistry of oxidiza-
tion or the physiology of aging, to support their interpretations (Wylie 
2002). Th is is an epistemologically sound move, but notice how it counts 
 against  the theoretical autonomy of social scientifi c models. Insofar as sci-
entists do not make an attempt to link their models to other scientifi c theories, 
their models are epistemologically weakened. 
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 9.5 Chapter Summary 

 Are there laws of the social world? In Section 9.2, we discussed the objec-
tion that the unpredictability of human action precludes social scientifi c 
laws. We saw that these arguments do not show that laws are impossible. 
It may be that fi nding laws will force us to deeply reconceptualize human 
action. Such reconceptualization has struck some as impossible. Th inking 
of ourselves in terms of intentionality, meaning, and value is central to our 
ability to act at all. Th e resistance to such change is being gradually under-
mined by the success of cognitive psychology, neuroscience, and behavioral 
economics. Th ese fi elds seem to be fi nding behavioral regularities of which 
we are not aware, and these are arguably changing the way we think about 
ourselves. 

 In Section 9.3, we contrasted three diff erent ways of conceptualizing 
causality. Th e regularity view treats causes as instances of general laws. Th is 
view has been an important presupposition of much social science that 
searches for correlations and causes, including the use of linear equation 
modeling. Th e regularity view faces substantial philosophical challenges, and 
many philosophers today prefer either an interventionist view or a capacity 
view of causality. According to the interventionist, causality is closely related 
to our ability to change one property by changing another. Wiggle the cause, 
and the eff ect will wiggle. Th e interventionist view can interpret linear equa-
tions as showing how much change will occur in the eff ect, given a change 
in the cause. Interventionism, however, presupposes that such changes are 
“modular” in the sense that causes can be wiggled without disrupting the 
whole system. Th e capacity view treats causes as real, underlying properties 
of objects. Both regularities and their exceptions are the product of deeper 
causal capacities. Most regularities in the social world, the capacity theorists 
point out, are limited to particular arrangements that are often quite fragile. 
On a capacity view, the regularities we observe are the product of the under-
lying capacities of objects arranged into specifi c kinds of systems. 

 Both the interventionist and capacity views of causation focus attention 
on the mechanisms that underlie observed regularities. Th is means that social 
theorizing should not take the form envisioned by the empiricists. Rather, 
social scientists should build models of specifi c social phenomena and display 
the causal relationships among the elements. We encountered the idea that 
explanation should appeal to mechanism in Section 6.3, and Section 9.4 
explored this idea further. All models abstract away from the details of the 
system. Th ey identify some properties or objects as the salient ones, and try 
to reproduce large-scale behaviors of the social system by manipulating only 
a few variables. When evaluating these models, it is important to see not 
only whether the model system behaves similarly to the real social system, 
but also what has been left out. Finally, we must ask, are there other models 
that would do equally well at predicting the overall behavior of the 
system? 
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 Discussion Questions 

 1. Consider a domain of creative, artistic endeavor. What sorts of 
activities in this domain are predictable? What sorts are not? What 
does that tell us about the possibility of fi nding laws in the social 
sciences? 

 2. It was argued in Section 9.2 that fi nding laws in the social sci-
ences might require developing vocabularies that are very diff erent 
from those we ordinarily use to describe ourselves. Is it self-
defeating or otherwise impossible for us to think about our own 
action in such terms? 

 3. People who occupy particular social positions have the power to 
 do  things that others cannot. Th is is a causal claim. Is it best 
understood in regularity, interventionist, or capacity terms? 

 4. Th e interventionist and capacity views of causation do not rely 
on the idea of a law, at least not in the way that the regularity 
view did. Consider the interventionist and capacity views of 
causation in light of the arguments against social laws in Section 
9.2. Do those arguments show that there is something miscon-
ceived about searching for social causes? 

 5. Social science needs causal knowledge in order to support social 
policy. When we are thinking about interventions to reduce crime, 
increase educational achievement, and so on, does it matter 
whether we think about the causes in regularity, interventionist, 
or capacity terms? Why? 

 6. Several companies have developed software for agent-based model-
ing. Th ey provide demonstrations on their websites for free. Search 
“agent-based models” and look for some of these simulations. Are 
they reductionist? What are the elements of the mechanisms? Do 
they leave out something important? 

 Further Reading 

 Th e democratic peace hypothesis has been the subject of a large literature. 
See Bremer, “Dangerous Dyads: Conditions Aff ecting the Likelihood of 
Interstate War, 1816–1965” (1992), and Rousseu  et al.,  “Assessing the Nature 
of the Democratic Peace, 1918–88” (1996), for overviews. Th e  Correlates of 
War  database is available at www.correlatesofwar.org. 

 Arguments that the creativity of human action makes laws of the social 
world impossible can be found in  Chapter 3  of Winch’s  Th e Idea of a Social 
Science  (1958), MacIntyre’s “Th e Character of Generalizations in Social 

http://www.correlatesofwar.org
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Science and their Lack of Predictive Power” in his  After Virtue  (1981), and 
Fay’s “General Laws and Explaining Human Behavior” (1983). Th e argument 
based on complexity can be found in Scriven, “A Possible Distinction between 
the Traditional Scientifi c Disciplines and the Study of Human Behavior” 
(1956), and in Popper, “Prediction and Prophecy in the Social Sciences” 
(1965). McIntyre replies to these arguments in “Complexity and Social 
Scientifi c Laws” (1993); see also  Laws and Explanation in the Social Sciences  
(McIntyre 1996). Henderson defends a role for social scientifi c laws in “On 
the Testability of Psychological Generalizations” (1991) and in  Interpretation 
and Explanation in the Human Sciences  (1993). Kincaid discusses the problem 
of  certeris paribus  clauses in  Philosophical Foundations of the Social Sciences  
(1996); see also Kincaid, “Defending Laws in the Social Sciences” (1990). 

 Hume’s conception of causality has been subject to an enormous critical 
and historical literature. Von Wright’s analysis and critique in  Explanation 
and Understanding  (1971) remains important, and Groff ’s “Getting Past 
Hume in the Philosophy of Social Science” is a more contemporary treat-
ment (2011). 

 Woodward’s  Making Th ings Happen  (2003) is a very important argument 
for the interventionist account of causality. His “Causal Models in the Social 
Sciences” (2007) surveys the issues and also argues for interventionism. In 
“Methodological Individualism, Explanation, and Invariance” (2006), Steel 
draws out consequences of interventionist causal explanation for method-
ological individualism. Steel’s  Across the Boundaries: Extrapolation in Biology 
and Social Science  (2008) includes a critical discussion of both intervention-
ism and capacity theories of causation, as well as the problems associated 
with  ceteris paribus  clauses and mechanistic explanation. 

 Capacity theories have been articulated and defended by Kincaid,  Philo-
sophical Foundations of the Social Sciences  (1996), Varela and Harré, “Con-
fl icting Varieties of Realism: Causal Powers and the Problems of Social 
Structure” (1996), Little,  Microfoundations, Method, and Causation  (1998), 
and Bhaskar, ‘ A’ Realist Th eory of Science  (2008 [1975]). Cartwright has 
developed an important body of work around the conception; see  How the 
Laws of Physics Lie  (1983),  Nature’s Capacities and their Measurement  (1989), 
 Hunting Causes and Using Th em  (2007), and  Th e Dappled World  (2008). See 
Lewis (2000) and Reiss (2008) for discussions of whether and how to attri-
bute causal powers to social entities. 

 Arguments in favor of mechanistic explanation include Elster, “A Plea for 
Mechanisms” (1998), Machamer, Darden, and Craver, “Th inking about 
Mechanisms” (2000), Mayntz, “Mechanisms in the Analysis of Social Macro-
Phenomena” (2003), and Bunge, “How Does it Work” (2004). Hedström 
and Ylikoski, “Causal Mechanisms in the Social Sciences” (2010), is a careful 
appraisal of the current debate. For specifi c applications of mechanistic 
explanation, see Steel, “Mechanisms and Functional Hypotheses in Social 
Science” (2005), Kuorikoski and Pöyhönen, “Looping Kinds and Social 
Mechanisms” (2012), and Weber, “Social Mechanisms, Causal Inference, 
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and the Policy Relevance of Social Science” (2007). Critical responses to the 
call for mechanistic explanation can be found in Reiss, “Do We Need 
Mechanisms in the Social Sciences?” (2007), and in Kincaid (1996). Col-
lections of essays about the methodological and conceptual issues involved 
in analytical sociology are Demeulenaere (2011a) and Hedström and Swed-
berg (1998). Hedström’s  Dissecting the Social  (2005) is a systematic argument 
for model-based social science. 



 Th e discussion of causation up to this point has aimed to evaluate the 
idea that the social sciences should search for causal explanations. Our 
questions have been, in this sense, metaphysical. While metaphysical ques-
tions often arise in methodological discussion, students of the social sciences 
are more likely to encounter questions like: Is it possible to infer causal 
relationships on the basis of correlational data? What methods permit us 
to discover and test causal hypotheses? Th ese are questions about the 
epistemology of causation, that is, questions about how we can know about 
causal relationships in the social world. Th ere is a wide variety of methods 
that purport to identify and test causal hypotheses. In this chapter, we 
will discuss three of the most prominent: causal modeling, case studies, 
and experimentation. 

 Th e metaphysical and epistemological questions about causality are inter-
twined. A regularity analysis, for example, ties the metaphysics and the 
epistemology of causation into a tidy package. Since causes  are  regularities 
(of a certain sort), when we have discovered the regularities we have discov-
ered the causes. Both the interventionist and capacity approaches to causality 
conceptually separate the surface regularities from the underlying causes. 
Th ese alternatives to Hume treat causes as something hidden, which needs 
to be brought to the surface by scientifi c inquiry. An interventionist view 
has a natural affi  nity for experimental manipulations, while a capacity view 
highlights the importance of knowledge of the whole system. We have also 
seen in  Chapter 9  how the alternatives to Hume have shifted the discussion 
from general laws of society to mechanisms underlying specifi c social phe-
nomena. A parallel change has occurred in social scientifi c methodology. All 
three of the methods we will be discussing are arguably ways of testing 
hypotheses about causal mechanisms. 

 Statistical methods remain one of the most commonly used ways to develop 
and test social scientifi c theories. Any elementary statistics course will empha-
size that correlation is not causation, and in Section 9.3 we saw some of 
the reasons why. It would be a mistake, however, to suppose that regression 
analysis and similar methods could not provide  evidence  for causation. Th e 
fundamental question, then, is to determine the criteria for a reliable 

 10   Methodologies of Causal Inference 
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inference from correlation to causation. In the last decades of the twentieth 
century important progress was made on this issue. Th e “Bayesian Network” 
approach to causal modeling uses insights from the interventionist account 
of causality to exclude spurious correlations and narrow down the range of 
causal hypotheses. In Section 10.1 we will look at some of the details of 
this kind of approach and explore its philosophical consequences. 

 Advocates of case studies argue that by looking at the details of a particular 
social event (or particular place and time), we can understand the causal 
processes that underlie large-scale social phenomena. It is interesting that 
case studies typically use the qualitative methods discussed in  Chapter 3 . 
Yet, in contrast to the defenders of interpretation, proponents of case studies 
argue that interviews, archival research, and other qualitative methods can 
uncover causal processes. We will thus engage the debate over interpretation 
and explanation from a new perspective. 

 Experimentation also has clear virtues as a method for teasing apart com-
plex causal systems. Traditionally its use in the social sciences has been 
limited. Th e complexity, refl exivity, and context-sensitivity of social phe-
nomena have often been thought to be barriers to the use of experiments. 
Th e concern is that the artifi cial context of the experiment prevents the 
social scientist from making meaningful generalizations outside of the experi-
mental context. Whether this is true depends, at least in part, on the back-
ground understanding of causality and mechanism in the social world. It 
also depends on the details of the experiment, and in Section 10.3 we will 
examine some of the ways that social scientists have tried to make their 
experiments more reliable. 

 Causal knowledge is taken to be useful because it is general and thereby 
can be applied to new situations. If democracy really were a cause of peace, 
then it is a cause always and everywhere (other things being equal). Th ere-
fore, we reason, creating new democracies will reduce war. Our  evidence  
for causal hypotheses, by contrast, is always limited. Only a small number 
of democratic governments have existed, and they have only existed for a 
couple of centuries. Moreover, as we saw in the last chapter, causal rela-
tionships in the social sciences are often dependent on underlying causal 
systems, or as Cartwright called them, nomological engines. Th is means 
that even if we can identify the causal relationship between a pair of 
variables in one situation, there is an open question about whether we can 
generalize to other cases. Th is epistemological challenge is sometimes called 
the problem of “external validity.” It is especially acute for methodologies 
of experimentation and case study, because both of these methods focus 
on an isolated system. How can we determine whether the causal relation-
ships we fi nd will also be manifested elsewhere? And since one of the 
reasons we want causal knowledge of the social world is to intervene in 
social processes, the question of external validity goes to the heart of 
whether the social sciences can provide useful knowledge. Th ese will be 
the issues discussed in Section 10.4. 
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 10.1 Bayesian Networks and Causal Modeling 

 Confounds and Common Causes 

 Th e existence of  confounds  or  common causes  is an enormous challenge for 
any account of causal inference .  Consider, for example, the challenge to the 
democratic peace hypothesis known as “the McDonald’s peace hypothesis”: 
No pair of countries goes to war after both get a McDonald’s restaurant. In 
less frivolous terms, perhaps the reason that democracies do not go to war 
with each other has nothing to do with democracy and everything to do 
with economics. Advanced economies with free-market institutions tend to 
be democratic, and advanced economies have too much to lose by going to 
war with each other, or so one might argue. If the McDonald’s peace 
hypothesis is true, then the correlation between democracy and peace is 
spurious. Th ere is a third factor—an advanced economy—which is respon-
sible for the observed correlation between democracy and peace. Th e problem 
for inferring causes from probabilities is that there is always more than one 
causal model that fi ts the probabilities. How can we determine which is 
correct? 

 It has become common to use a certain kind of diagram to represent 
possible causal relationships. More precisely, these graphs are “directed acyclic 
graphs” or DAGs. We encountered a similar diagram in Figure 9.1, which 
presented the Rasler and Th ompson model of the democratic peace. In these 
diagrams, an arrow stands for a direct causal relationship. Rasler and Th omp-
son used “+” and “–” to indicate that the cause was contributing or inhibi-
tory. Current philosophical presentations are a little more abstract and 
dispense with this specifi cation. Just as with the Rasler and Th ompson 
diagram, a DAG represents a causal model. It is a hypothesis about the real 
causal relationships that obtain in the system. Any correlational evidence we 
may have is generated by this underlying causal structure.    

 Using a directed graph,   Figure 10.1   represents the hypothesis that democ-
racy is the direct cause of peace. Th e McDonald’s peace hypothesis supposes 
that there is a third property of a nation—advanced economic institutions—
in play.   Figure 10.1   is silent on the role of the economy in producing peace. 
If we take the economy into account, we must add this variable to our 
diagram. Th ere are (at least!) three possible causal models. First,   Figure 10.2a   
represents the idea that democracy is a direct cause of peace, and the economy 
is a direct cause as well. Each variable contributes independently to the 
eff ect.   Figure 10.2b   represents the hypothesis that advanced economic 

 Figure 10.1  Democracy as a Direct Cause of Peace
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institutions are caused by a democratic form of government, and they in 
turn bring about peace. Economy is an intervening variable between democ-
racy and peace; the economy is the direct cause of peace while democracy 
is indirect. Alternatively, democracies might arise when economic conditions 
have developed in a certain way, and those economic conditions might make 
war less likely too. Th is case is represented in   Figure 10.2c  , where the 
advanced economy is the common cause of both democracy and peace.    

 In our discussion of the democratic peace, we noted that the evidence 
could be expressed this way: 

 Pr( W  given  D ) < Pr( W  given  ~D ) 

 In other words, the probability of a pair of countries going to war ( W ) given 
that both are democracies ( D ) is lower than the probability of them going 
to war when both are not democracies. Th is very same data could have been 
generated by any of the three causal structures represented in   Figure 10.2  . 
Th erefore, our data cannot distinguish between these causal hypotheses. Th is 
point is of fundamental importance. Any study that identifi es correlations 
among variables has a profound problem with causal inference. Th e mantra 

 Figure 10.2  Th ree Causal Models
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“correlation is not causation” is correct in the sense that there is always more 
than one possible underlying causal structure which would give rise to an 
observed correlation. We have presented some obvious alternatives, but 
innumerable other possible causal structures could produce the same correla-
tion. Perhaps the causal arrow goes the other way, and peace causes democracy. 
Or perhaps there are a dozen hidden mechanisms that mediate the relation-
ship. Th e problem of causal inference, then, is to fi nd a reason to eliminate 
possible alternative causal hypotheses. 

 Many philosophers have thought that the problem of confounds was 
unsolvable using the resources of probability and statistics alone. Since 
confounds are possible for  every  correlation, adding new variables and cor-
relations will not eliminate confounds. Causal inference, then, must look 
beyond statistical evidence to something more. Th e most common proposals 
suggested either interventions or looking to other theories for support. Th e 
Koch postulates, which arose from Robert Koch’s investigation of tuberculosis 
in the nineteenth century, required that potential pathogens be isolated, 
cultured, and introduced into healthy animals. Th e correlational evidence 
was thus supplemented by experimentation before a causal conclusion could 
be drawn. Th e Hill criteria (1965), which were proposed in the context of 
epidemiology, drew from a wider range of supplementary evidence. Impor-
tantly, Hill required consistency with existing theory. Th eories of the causal 
pathways at the micro level have been taken to be particularly important. 
Investigation into mechanisms, in other words, ruled out spurious correla-
tions and helped identify the genuine causal relationships. 

 Bayesian Inference 

 In the last decades of the twentieth century, progress in the foundations of 
statistics has provided grounds for some optimism about the justifi cation of 
causal inferences on the basis of statistical data alone. Recent work by Judea 
Pearl (2000) and by Peter Spirtes, Clark Glymour, and Richard Scheines 
(2000) begins by turning the problem of causal inference on its head. Up to 
this point in the discussion, we have been focused on probabilistic dependen-
cies. We have supposed that the correlation between two variables hints, 
unreliably, at causal relationships. Perhaps the opposite is a more reliable guide: 

 If Pr( Y  given  X  ) = Pr( Y  given  ~X  ), then  X  is  NOT  the cause of  Y  

 Clearly, where there is no probabilistic dependence, knowing that  X  occurred 
would provide no information about whether  Y  is going to occur. If we 
created a graph that plotted the values of  X  against  Y,  the result would be 
nothing more than a randomly scattered cloud. While this does mean that 
 X  is not the cause of  Y,  it may strike you as irrelevant to the problem. But 
recall that the problem of causal inference is to rule out possible causal 
hypotheses that are consistent with a given correlation. So, perhaps we can 
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use the idea of independence to  exclude  possibilities, and thereby settle on 
the right one. 

 To see how this might work, consider what happens in an experiment. 
Imagine an omnipotent (but not omniscient!) social scientist who could 
experimentally investigate the democratic peace hypothesis. Suppose she is 
concerned with the hypotheses diagrammed in   Figure 10.2  , above. In an 
experiment, we seek to isolate a causal system and manipulate just one fac-
tor. So, she creates a possible world with a number of nations that go to 
war now and again. If she wants to discriminate among the possibilities in 
  Figure 10.2  , she would have to manipulate either the form of government 
or the economy. Ideally, when an experiment manipulates the independent 
variable, it is isolated from any other causes. When our omnipotent social 
scientist intervenes on the economy,  she  will decide how to change it—the 
form of government is no longer determinative of the economic institutions. 
Th is means that she has made the economy and form of government proba-
bilistically  independent,  so there could not be a causal relationship between 
democracy and economy. Th is situation is represented in   Figure 10.3  . If 
manipulating the economy alone changed whether countries went to war, 
we would seem justifi ed in concluding that the economy was the direct 
cause of peace, not democracy.    

 Th e central insight is that interventions make one variable independent of 
all of its prior causes. Once the economy is independent, any change in the 
economy that is correlated with peace must be due (at least in part) to the 
economy. Since probabilistic independence is doing the work, we do not need 
the fanciful omnipotent experimenter any more. Correlations and non-corre-
lations can be identifi ed in non-experimental data. To distinguish between the 
three hypotheses of   Figure 10.2  , all we need is the descriptive statistics from 
a database like  Correlates of War.  Considered all alone, democracy and peace 
are correlated. What happens when we add consideration of the economy? If, 
given the kind of economy, democracy and peace become  independent,  then 
democracy could not be a direct cause of peace. Th e hypothesis diagrammed 
in   Figure 10.2a   would be falsifi ed, leaving the other two. And notice that the 
second and third agree on a crucial point: that the economy is a direct cause 
of peace. In general, if variables  X  and  Y  are independent given consideration 
of a third variable  Z,  then there is no direct causal relationship between  X  

 Figure 10.3  Intervening on the Economy
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and  Y.  In the contemporary literature, you may see the claim that “ X  and  Y  
are independent, given  Z  ” written as  X  ⊥  Y  given  Z.  

 Bayesian Network analysis (or more simply “Bayes Nets”) synthesizes these 
ideas into a theory of causal modeling. Th is approach makes several assump-
tions about the underlying causal structures and their relationship to the 
observed probabilities. Th e underlying structures are represented by the 
DAGs we have been using, and statistical analysis will give us probabilities 
(or better, probability distributions) for the variables. Th e central assumption 
that links the two is the Causal Markov Condition: 

 In any probability distribution P generated by a given causal graph G, each 
variable  X  is probabilistically independent of the set Y consisting of variables 
that are not eff ects of  X,  conditional on the direct causes of  X.  Th at is 
∀  X  ∈ G,  X  ⊥ Non-eff ects of  X,  given the direct causes of X in P. 

 (Based on Scheines 2005, 929) 

 Unpacking this, it says that when we take the direct causes of a variable 
into account, it is independent of every variable that is  not  one of its eff ects. 
Consider, for example, the graphical representation of a causal structure in 
  Figure 10.4  . In this graph,  A  and  B  are independent causes of  C.  Th at means 
that  A  is a non-eff ect of  B,  and vice versa. Hence, if this graph satisfi es the 
Causal Markov Condition, then when we measure variables  A  and  B,  we 
would fi nd that they are independent (symbolically,  A  ⊥  B ). Since lack of 
causation means no correlation, this is exactly what one would expect. More 
interestingly, when we take  C  into account, the Causal Markov Condition 
requires that  D  become independent of  A  and  B  (that is,  D  ⊥ { A, B } given 
C). In other words,  C  “screens off ” the earlier causes. Again, this is what we 
would expect. Once  C  happens,  D  will happen; it does not matter how  C  was 
brought about. And, of course, there is a correlation between  C  and  D,  since 
 C  is the direct cause of  D.  Th e Causal Markov Condition stipulates that 

 Figure 10.4  Illustration of the Causal Markov Condition
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when we take the direct cause of a variable node into account, all variables 
which are  not  its eff ects become independent. Th e variables that remain 
dependent, then, are eff ects of the variables in question.    

 Bayes Nets are a surprisingly powerful tool for making causal inferences. 
Just as an experimental intervention identifi es a cause by screening off  all 
other variables (and thereby rendering the eff ect independent of them), Bayes 
Nets screen off  variables by identifying independencies that are in the data. 
Formalizing this idea has facilitated search algorithms that narrow down the 
space of possible hypotheses. Th e algorithms are not magical of course. Th e 
algorithms rely on the variables that are in the dataset. If there are variables 
that we didn’t think to measure, the algorithms will not identify them for 
us. Th is point not only reminds us that science is fallible, but that inferring 
causal structure from observational data is not the whole of science. It takes 
background knowledge to guess about what needs to be measured, and it 
takes imagination to theorize about possible causal structures. 

 Challenges to Causal Modeling 

 While Bayesian Network causal modeling has become very sophisticated, there 
are some lingering concerns, both practical and philosophical. Th e central 
assumption of a Bayesian Network approach is that when two variables are 
probabilistically independent neither is the direct cause of the other. Th e 
Causal Markov Condition embodies this intuition and uses it to guarantee 
a relationship between the observed probabilities and the underlying causal 
structure. Critics point out that the social sciences provide many examples 
where this assumption is violated. In Section 9.4, we saw Jon Elster suggest 
that because mechanisms often off set one another, we cannot be content 
with statistical correlations. In Elster’s example the causal model looks like 
  Figure 10.5  . Th e bandwagon and underdog eff ects are both direct causes of 
the poll results. Earlier polling showing that candidate A is ahead of B will 
increase A’s support through the bandwagon eff ect and increase B’s support 
through the underdog eff ect. Because they have opposite eff ects on the later 

 Figure 10.5  Off setting Causal Processes
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poll, they cancel out. Under the right conditions, the polls will be indepen-
dent of voter’s propensity to vote for or against the frontrunner. Th ere will 
be no correlation in our data between these two causes (the bandwagon and 
underdog eff ects) and their joint consequence. But this means that there are 
causal relationships that are probabilistically independent, contrary to the 
assumptions of a Bayesian Network approach.    

 Examples like Elster’s have motivated some critics to argue that there is 
a deep diff erence between correlational studies and mechanistic explanation. 
In order to determine whether a given correlation is a genuine causal rela-
tionship or a spurious association, we need to investigate the mechanisms 
that support the observed correlations. Th e mechanisms rule out (or confi rm) 
the possible confounds or common causes. Moreover, as in Elster’s exam-
ple, the mechanisms show what is happening even when the surface-level 
correlations are not present. 

 A defender of Bayes Nets might argue that the problem of opposed 
mechanisms does not show an inherent limitation to the Bayesian logic of 
causal inference. Rather, it shows the need to build better causal models of 
the underlying variables. Elster’s puzzle arises because the polling results are 
aggregated. If we separated the polling responses of those who voted for the 
underdog from those who jumped on the bandwagon, the correlations would 
reappear, and the causes would be disentangled. A causal model does not 
have to use only superfi cial or macro-level variables. A causal model can use 
any measurable variable. Causal models can therefore represent micro-level 
and macro-level causal relationships. Of course, the Bayes Net algorithms 
alone will not tell us which variables to choose for our explanations. Again, 
social science takes imagination and background knowledge to determine 
which variables might be relevant and how to measure them. 

 Causal inference is also diffi  cult to represent in Bayesian Network terms 
when the causes and eff ects are mediated by complex processes. Cartwright 
has suggested the example of a bank transaction (Cartwright 2007, 65–6). 
Imagine that I speak with the banker near my home, and later in some far-
fl ung part of the world, my daughter is able to withdraw cash from an ATM. 
Th e causal relationship between bank transactions and money shooting out of 
an ATM can be mediated by an indefi nite range of processes. Perhaps the 
whole transaction occurs within a single commercial bank, or perhaps there 
are several intermediaries. And—believe it or not—there are still places in the 
world where the banks rely on paper records; these processes will be diff erent 
from electronic ones. Banking regulations vary around the globe, creating still 
more possible variations in the causal pathway. Th e information may be trans-
mitted by the internet, voice telephone, carrier pigeon, and so on. In each 
individual bank transaction, there will be a specifi c chain of events running 
from cause to eff ect. But considering the event types, not the tokens, there is 
no variable we can put between cause and eff ect in the graph. Th is means that 
we have a causal relationship (the call to my banker causes the money to 
appear elsewhere), but it cannot be represented by a Bayes Net approach. 
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 In cases like the bank transaction, the relationship between cause and 
eff ect depends on an underlying causal system. Th e cause (e.g. the initiation 
of the transfer) does not bring that system into existence. Th e cause-eff ect 
relationship rides along on top, so to speak. In complex cases, there may be 
a number of distinct, even incompatible, systems on which the causal rela-
tionship can piggyback. Hence, there is a causal relationship (and a proba-
bilistic dependency) without the variables being related by “direct causation,” 
as this is conceived in a Bayesian Network approach. While this shows a 
limitation of the representational capacities of directed graphs, a defender 
of Bayesian Networks might argue that it is not a deep problem with the 
method. Unless we are studying the ultimate interactions of elementary 
particles,  all  causal relationships are mediated by underlying mechanisms. 
Any causal hypothesis abstracts away from the whole system and isolates a 
small number of causes. Th e bank transaction example reminds us that some 
of these causes may be at a lower level. 

 Both of the objections to Bayes Nets surveyed in this section serve as 
reminders that the hypotheses tested in any causal study isolate only a small 
part of a larger system. We can use the measured probabilities of our variables 
to infer causation, but we must bear in mind that other processes may be 
necessary for the particular causal relationships to hold. Our hypothesis that 
a causal relationship holds might be undermined by consideration of other 
parts of the system (as in the bandwagon/underdog example) or made pos-
sible by them (as in the bank transaction example). Since knowledge of this 
larger system will always be necessary to support a causal inference, proba-
bilistic dependencies alone are never suffi  cient to justify a causal inference, 
no matter how sophisticated the mathematics. 

 10.2 Case Studies and Causal Structure 

 The Apparent Value of Case Studies 

 We have seen that our ability to identify causal relationships depends on 
which variables we have thought to measure. Spurious correlations are dis-
tinguished from genuine causes by adding more variables to the regression. 
We add economic development, for example, and see whether it eliminates 
the eff ects of democracy. Proponents of mechanism contend that such refi ne-
ments do not answer the deeper question: Why do these correlations occur? 
What feature of democracies makes them less likely to declare war on each 
other? Case studies are often put forward as ways of answering such ques-
tions about the processes by which broad social regularities are produced. 

 As an example, consider Bernard Finel and Kristin Lord’s study of trans-
parency and the democratic peace (Finel and Lord 1999). One suggested 
mechanism for the democratic peace has to do with the relative transparency 
of democratic societies. Democracies are more peaceful, not because leaders 
are elected, but because they typically contain processes like a free press, 
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public disputes about policy, disclosure of government procedures, and so 
on. Such transparency makes it more diffi  cult for leaders to hide their inten-
tions, and thereby makes it diffi  cult to bluff . Th reats by transparent govern-
ments are more credible, and peaceful entireties are more trustworthy. In 
their case study, Finel and Lord suggest that the “positive logic of transpar-
ency” (that transparency helps democratic leaders transmit their intentions) 
is opposed by a “negative logic of transparency.” Transparency of one nation 
also can overwhelm the leaders of another nation. Th ey might miss the true 
intentions of the government amid the noise of the opposition parties. Or 
they might over-emphasize the importance of some voices in the cacophony 
of press reports. Transparency can therefore both help diff use a crisis (the 
positive logic) or exacerbate it (the negative logic). Both are mechanisms 
that would articulate the process by which states manage their crises. 

 To test whether the positive and negative mechanisms of transparency are, 
in fact, responsible for the democratic peace, Finel and Lord conducted a 
case study in which they looked closely at six confl icts. To choose the cases, 
they fi rst identifi ed a typology of seven relevant kinds of confl ict. Th ese 
seven vary on: (1) whether the parties to the confl ict are both transparent, 
both non-transparent, or mixed; (2) whether the confl ict escalated to war; 
and (3) which kind of party (transparent or non-transparent) escalated the 
confl ict. Th ey then chose confl icts that satisfi ed all diff erent combinations 
of these criteria and investigated the processes that led to the escalation or 
de-escalation of the confl ict. Th ey paid careful attention to the press cover-
age of the confl ict, as well as the public statements of government offi  cials, 
members of the opposition party, and non-governmental interest groups. 
Th ey also examined diplomatic correspondence and after-the-fact refl ections 
by the leaders about how they interpreted the intentions of the other side. 
Th ey found that, more often than not, transparency exacerbated confl icts, 
either helping escalate them to war or postponing the resolution. Finel and 
Lord conclude: 

 It is possible that both very high transparency, because it accurately 
signals intentions, and very low transparency, because it prevents the 
“noise” of domestic politics from overwhelming diplomatic signals, allow 
states to defuse crises. If accurate, only moderate transparency would 
exacerbate crises because it would allow enough information to confuse 
the opponent, but not enough to clarify peaceful intentions. 

 (Finel and Lord 1999, 335–6) 

 Th ey go on to suggest that: 

 Transparent states, which are often democratic, do not seem particularly 
adept at managing crises. However, our diffi  culty in even identifying 
plausible cases of potentially militarized crises between transparent states 
is suggestive. Democracies rarely get into militarized crises with one 
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another, suggesting some mechanism or set of norms that usually keeps 
them out of crisis-producing scenarios in the fi rst place. 

 (Finel and Lord 1999, 336) 

 Finel and Lord’s case study thus (arguably) succeeded in identifying a mecha-
nism relevant to the escalation of confl ict among states, but the details of 
how this mechanism works  undermine  its ability to explain the democratic 
peace correlation! As they note, further mechanisms need to be identifi ed. 

 Finel and Lord’s study of transparency illustrates several of the purported 
strengths of the case study method. By looking at the process by which 
decisions were made, the case study is able to identify the micro-level pro-
cesses that produce the macro-level correlation. But, as the example of 
transparency shows, social phenomena can be the product of mechanisms 
that are in confl ict. Social systems are thus unlike artifacts in this sense: 
While the cuckoo clock is created so that its parts work in harmony to 
produce a specifi c result, the various processes within a social system might 
counteract each other. Case studies, arguably, let social scientists identify the 
multiple processes that together produce the broader patterns and correla-
tions. By looking at the range of variation—in Finel and Lord’s study, this 
was the range of possible confl ict types—we can begin to determine the 
conditions under which one or another process will come to predominate. 

 Epistemological Challenges of Case Studies 

 Case studies characteristically concern a very small number of examples. Unlike 
correlational studies, there is no attempt to collect suffi  cient numbers to be 
statistically signifi cant. Lack of statistical power alone is no criticism. As 
defenders of case study methods often point out, it is an empty criticism to 
point out that a non-statistical study fails to conform to statistical practice. 
Th e more interesting challenge for case study methodology is to understand 
how a small number of cases can constitute robust evidence for causal claims. 
Th ere are two philosophical problems here. First, can we really identify the 
causes without comparing the cases with a larger sample? Second, supposing 
that we can identify the causal structures at play in a small number of cases, 
what is our basis for drawing general conclusions, if any? Roughly, these ques-
tions concern the internal and external validity of case study methods. 

 Small samples raise the concerns of internal validity. For example, once I 
was sitting and talking with some friends at a mountain lodge. A large stone 
fi replace held a gas log. Oddly, the fi re would come on for a few minutes 
and then go off . Someone suggested that perhaps it was sensitive to the 
noise we were making, like those lights that turn on and off  at the sound 
of a clap. She playfully clapped her hands, and to our delight, the fi re lit. 
Was this causality or just lucky coincidence? Th e obvious test was to clap 
again. (Sadly, it didn’t work.) Case studies seem to suff er from the same 
problem as the hand clap. A single case is no pattern at all, and a small 
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number of cases might be a lucky accident. Th is leads some scholars to be 
suspicious of causal claims based on case studies. More deeply, it casts doubt 
on the claim that case studies can go beyond correlational studies by “open-
ing the black box” and establishing the mechanisms that underlie the larger 
pattern. Without another larger pattern of which the proposed mechanism 
is an example, one might argue, case studies cannot identify causes at all. 

 In the Finel and Lord study, transparency had its eff ects through the medium 
of human psychology. Th eir analysis showed how the decision making of 
leaders was infl uenced (for better or worse) by the information available about 
the intentions of the opposing leaders. Th eir study thus relied on broader 
causal claims about how information aff ects decision making, and how leaders’ 
decisions cause the actions of a state. So, the beginning of an answer to the 
internal validity challenge is that, while case studies do rely on causes that are 
established more broadly, they do not do so in a circular or otherwise prob-
lematic way. Th e Finel and Lord study assumes a causal account of decision 
making, but this is not what they set out to discover. Th eir question was how 
the amount and character of information provided by transparent and non-
transparent states aff ected the leaders’ decisions to escalate or de-escalate. A 
case study cannot occur in an epistemic vacuum, nor can any empirical method. 
All methods are supported by scientifi c knowledge drawn from other domains. 
Th e lesson to be highlighted is that case study researchers need to carefully 
consider what sort of causal knowledge they are using in their explanations. 
Correspondingly, consumers of case study research need to carefully inspect 
the causal assumptions used to help support the conclusions. 

 Th e foregoing response might quiet doubts that case studies are somehow 
circular, but other doubts may linger. If case studies must rely on other 
scientifi c knowledge of causes (such as the relationship between information 
and belief ), then are case studies really valuable at all? One might think that 
to determine whether moderate transparency really does prolong a crisis, 
Finel and Lord’s examples would need to be supplemented by a larger sample. 
One might argue in this way: Case study methodology is not a sound way 
to discover causal mechanisms because causes are regularities and the sample 
sizes of cases studies are too small to establish robust causal conclusions. 
Insofar as case studies seem to discover causes, they are implicitly relying 
on knowledge of causality imported from other domains. Put in these terms, 
the argument presupposes a regularity conception of causality. If causes are 
understood as correlations that meet a special set of conditions, then any 
conclusions based on a small sample will be suspicious. As we saw in  Chap-
ter 9 , however, the regularity conception of causality is not the only concep-
tion on off er. Do case studies fare any better if we adopt either an 
interventionist or a capacities account of causality? 

 Th e interventionist account, you will recall, did not require the social 
scientist to make actual, experimental interventions into a social system. Th e 
account depended, rather, on what  would  happen if certain factors  were  
varied. It presupposes that the system in question is relatively modular, and 
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that the interventions are invariant. As discussed in Section 9.3, interven-
tions are invariant (roughly) when the relationship between the intervention 
variable and the outcome variable is stable and reliable across a range of 
changes. Clearly, a single case cannot establish stability and reliability: recall 
the fi re and the hand clap. Under suitable circumstances, however, an inter-
ventionist account might be more sanguine about small samples than a 
regularity account of causality. Finel and Lord’s study arranged the combina-
tions of transparency and escalation of confl ict into seven possibilities. Th eir 
study does, therefore, examine a range of “interventions,” and their results 
are apparently stable across the possibilities. 

 Th e capacity conception of causality has a similar consequence, and it 
shares an important feature with the interventionist perspective on case 
studies. On the capacity view, you will recall from Section 9.3, it is important 
to understand the limits of the “nomological engine,” which is assembled 
from the underlying capacities. If we know that we are working with a rela-
tively stable system, it is possible to determine causal relationships in a very 
small number of trials. It doesn’t take repeated trials to show that the red 
button on my new phone causes it to end a call. Moreover, such knowledge 
generalizes to other systems of this type (such as other phones made by the 
same company). Th is last remark is the crucial point: Th e systems have to 
be similar. Th e interventionist would agree that if I know that I am working 
with a stable and relatively autonomous system, invariant interventions can 
be established from examining a small number of cases. Th e real problem 
is to know whether the system we are studying  is  stable and autonomous. 

 By itself, a case study will not establish the limits of the social system on 
which it depends. Once again, we see ways in which the methodology of 
causal inference relies crucially on (causal) background knowledge. In Finel 
and Lord’s study, the relevant systems were state bureaucracies. Th ey presup-
posed that these social systems could produce and process information in 
predictable ways, and they presupposed that the people within these systems 
had a typical set of decision-making abilities. Notice that the case study did 
not discover the positive and negative logics of transparency. Th ese mechanisms 
were already plausible as general features of the information processing of a 
bureaucracy. Against this background, Finel and Lord were able to establish 
a range of variation, and determine the causal relationships among specifi c 
features of the social systems. What is drawn from the outside (or presupposed) 
are the general features of the social system. Th e case study establishes how 
those causal processes work in the specifi c system under study. 

 Justifi cation and Discovery 

 Case studies tend to rely heavily on interviews, archival research, and other 
“qualitative” methods. As we saw in  Chapters 3  and  4 , the need for inter-
pretation is often used as an argument against the search for causes and laws 
in the social sciences. Th ick description does not seem like a good basis for 
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hypotheses about causes. Th ere is, then, a tension between the actual practice 
of case study research and the call for case studies to discover causal mecha-
nisms. Th is tension has motivated some methodologists to exclude case 
studies from research that discovers correlations and makes causal inferences. 
For example, the fi rst edition of the  Penguin Dictionary of Sociology  defi ned 
a case study in this way: 

  Case Study.  Th e detailed examination of a single example of a class of 
phenomena, a case study cannot provide reliable information about the 
broader class, but it may be useful in the preliminary stages of an inves-
tigation since it provides hypotheses, which may be tested systematically 
with a larger number of cases. 

 (Abercrombie  et al.  1984, 14) 

 While this strong view is not universally acknowledged, even sympathetic 
treatments of case studies use them as devices for discovery. For example, 
Alexander George and Andrew Bennett’s  Case Studies and Th eory Develop-
ment in the Social Sciences  (2005) is a recent defense of case study methods. 
It is telling that in their enumeration of the “Strengths of Case Study 
Methods,” their descriptions rely heavily on verbs of discovery: “ deriving 
new  hypotheses,” “ exploring  causal mechanisms,” and “ identify  relevant vari-
ables” (George and Bennett 2005, 19–21). 

 Relegating case studies to the domain of discovery solves some of the 
epistemic diffi  culties that case studies seem to face. Causal claims aren’t really 
tested by case studies, on this view. Case studies only suggest causal hypoth-
eses to be tested by larger inquiries. Th erefore, the questions discussed above 
do not arise. In addition, social scientists worry about bias in the selection 
of case studies. A case study might select (by design or by accident) only 
the examples that support a causal generalization. While the literature on 
case studies has extensive discussions of this problem, it is moot if case 
studies are only used for discovery. Issues of bias don’t come up for processes 
of discovery, because any bias in the initial case will presumably be discovered 
as the causal claims are tested by a larger sample. 

 What is the diff erence between scientifi c “discovery” and “justifi cation”? 
Th is issue has a history in twentieth-century philosophy of science. A slogan 
of empiricist philosophy of science was “no logic of discovery.” As we have 
seen ( Chapter 3 ), the empiricist view of theory took the epistemology of 
science to be a matter of testing theories against observation. Confi rmation 
required hypotheses to be derived from the theory, so that the test of the 
hypothesis against observation would be a test of the theory. Th e epistemol-
ogy of theory testing, then, required theories to already exist. Where do 
theories come from? One might suppose that there is an epistemology of 
theory development too, that is, a logic of discovery. Th is would require the 
scientist to justify the invention of a new theory on the basis of observation. 
Th e empiricists argued that this is incoherent. To determine that a new 
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theory is epistemically respectable is to test it, and this requires the deduc-
tion of hypotheses from the theory.  Discovery,  then, has no epistemology; 
any source of inspiration will do (day dreams, poetry, drum-circle trances, 
drug-induced hallucinations, whatever). Th e good theories will be sorted 
from the bad ones by systematic empirical testing. It would make no sense 
to think of the process of discovery as biased or unbiased, or so the empiri-
cists argued. 

 With a strong distinction between justifi cation and discovery in the back-
ground, it is easy to see how assigning case studies to discovery (and not to 
justifi cation) helped overcome the challenges they faced. Interpretive research 
was kept distinct from causal theorizing, and questions of generalization, bias, 
and small sample did not arise. It is obvious that case studies  can  be used to 
discover new phenomena. Th e interesting epistemological question is whether 
case study methods  must only  be used for theory discovery and development, 
not for direct support of causal claims. An affi  rmative answer would have 
some important consequences. If true, it would reinforce a distinction between 
those parts of the social sciences that are interpretive and those that are 
explanatory or causal. It would also undermine one of the advertised strengths 
of case studies—their ability to uncover mechanisms of the social world. 

 Th ere are at least two objections to the strict separation of case studies as 
a form of discovery. Th e fi rst is simple and telling. Bent Flyvbjerg has pointed 
out that the logical empiricists themselves recognized that a single case could 
falsify a theory (Flyvbjerg 2001). As a matter of logic, it takes only one 
black swan to contradict “all swans are white.” Th e Finel and Lord study of 
transparency shows that the “positive logic” of transparency did not defuse 
confl ict, and it therefore falsifi es (at least a simple version of ) the transpar-
ency explanation of the democratic peace. Th is quick argument shows that 
it would be a mistake to deny case studies any role in theory testing. Flyv-
bjerg’s argument has limited signifi cance, however, because it only gives case 
studies a role in falsifi cation. If this were the only way that case studies 
functioned in theory development, then they would not be useful for fi nding 
social mechanisms. 

 Th e second objection begins by noticing that the “discovery” processes of 
case studies require loads of justifi cation. Th e social scientist needs to be 
confi dent that the claims of a case study are accurate. Th e processes must 
be properly traced, the types must be identifi ed correctly, the interviews 
must be well interpreted, and so on. A case study, in other words, is already 
a signifi cant piece of “theory” that has to be supported (justifi ed) by the 
available evidence. Th is means that the epistemological questions around 
bias and case selection cannot be sidestepped by calling case studies 
“exploratory.” 

 If we do not treat case studies as mere devices for discovery and thereby 
segregate them from other kinds of research, we must come to terms with 
the relationship between causal theories and interpretations. Case studies are 
typically “multimethod” in the sense that they draw on a range of qualitative 
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and quantitative methods. When a case study is used to test causal hypoth-
eses, it is easy to see why a variety of methods would be necessary. Th e Finel 
and Lord study, for example, required knowledge of the leaders’ beliefs about 
each other’s intentions. Any reading of the content of beliefs, attitudes, goals, 
norms, or laws will be an interpretation. At the same time, Finel and Lord 
set out to test whether the positive and negative logics of transparency had 
an eff ect on whether a confl ict escalated. As we have already noted, knowl-
edge of meaning does not support claims about causality, at least not all by 
itself. Th is is the idea that keeps interpretation and causal theorizing apart. 
To try to bring them into contact, we might consider two points. 

 Th e causal claims in Finel and Lord’s study concern the items with the 
content: beliefs, goals, norms, or laws. For example, the belief that the other 
side is about to attack (along with the goal of avoiding such an attack) 
causes the leader to order a preemptive strike. Without the ability to under-
stand what a leader’s beliefs were about, Finel and Lord would have been 
unable to identify any causal processes related to transparency. Interpretation 
thus supports the causal analysis in an indirect way. It provides the content, 
and thereby identifi es the beliefs (etc.) that are used in the causal account. 
Similar points might be made if the causation were at either lower or higher 
levels than intentional states like beliefs and goals. Cognitive-level explana-
tions like those proposed by Atran (discussed in Section 4.3) or Sperber 
(Section 6.3) require “representations.” Like beliefs, these are distinguished 
by their content and require an interpretation for their identifi cation. And 
if the causal mechanism concerns social entities like roles, norms, or laws, 
an interpretation will again be necessary in order to know what these are. 
Th e fi rst point, then, is that interpretation supports causal theorizing by 
providing the necessary content. 

 Th e second point is that causal theorizing helps support interpretation. 
All psychological or social entities which are said to have meaning—beliefs, 
goals, norms, social roles—also have causal powers. And, one might argue, 
their content cannot be separated from their eff ects. To say that someone 
has the belief that it will rain, for instance, makes it likely that the person 
will carry an umbrella, say “Tut, tut, it looks like rain,” and cancel plans 
for the barbeque. To say that a person occupies the social role of a police 
offi  cer is to suggest a variety of dispositions to react to cries for help. A 
central part of the evidence for an interpretation must be what people say 
and do, and this, one might argue, presupposes a causal relationship between 
the content of the belief, norm, or social role, and the behavior. If this 
argument is correct, then any interpretation depends on a constellation of 
background beliefs about psychological and (perhaps) social causality. Th is 
is exactly the background against which the causal claims of a case study 
are made, and in the light of which the causal conclusions of a case study 
might become plausible. 

 Th e interpretive and causal aspects of case studies, arguably, require each 
other for epistemic support. If this is right, then it is a mistake to 
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pigeon-hole case studies as either qualitative or quantitative. Case studies 
also show that it is a mistake to insist that qualitative and quantitative 
research must be strictly separated, as some methodologists do. Rather, case 
studies are a form of research that exemplifi es Lawson and McCauley’s 
interactionism (cf. Section 4.3). 

 10.3 Experimentation 

 What Can We Learn From Social Scientifi c Experimentation? 

 Experimentation is one of the iconic practices of science. So much so that 
Galileo dropping stones off  the leaning tower of Pisa is the veritable origin 
myth of modern science. Given its centrality in our image of science, it is 
surprising that experimentation has been largely shunned by the social sci-
ences. Th e traditional exception has been psychology and those parts of 
sociology that draw on psychology. Experimentation seems to be an exemplary 
way of identifying causal mechanisms, and as social scientists have shifted 
their focus toward causal mechanisms, experimentation has taken a more 
prominent role in disciplines like economics and anthropology. Th ese devel-
opments of the last few decades have pushed the philosophical questions 
about experimentation to the fore. Is the lack of experimentation an indica-
tion of the methodological weakness of the social sciences relative to the 
natural sciences? Or is there something about the social sciences that makes 
experimentation diffi  cult, or even inappropriate? 

 Standard accounts of the epistemology of experimentation identify two 
roles for experiments in scientifi c inquiry. Th e fi rst is theory testing. Th is 
view fi ts neatly with an empiricist conception of theory, confi rmation, and 
causality. On this sort of view, causal relations can only be identifi ed through 
regularities. Th ese are expressed by the generalizations or laws of a theory. 
An experiment lets us create an observation corresponding to a prediction 
of the theory. If the observation fails to correspond, the theory is falsifi ed 
and must be revised. Th e second view emphasizes the controlled character 
of an experiment. Th e idea of experimental control fi ts with the interven-
tionist conception of causality. On this view, the goal of an experiment is 
to isolate and manipulate a purported cause. To experimentally determine 
whether a substance is toxic to a strain of bacteria, for example, populations 
of the bacteria would be divided into experimental and control groups. Th e 
design ensures that the two groups are treated exactly the same way so as 
to keep any other possible causes of bacterial growth or death constant. Th e 
experimental group is treated with the substance in question, and we observe 
the diff erence between the test bacteria and the controls. A successful experi-
ment thus identifi es a causal relationship between two factors,  X  and  Y,  by 
showing that changes in  X  are correlated with changes in  Y.  

 Needless to say, we can’t treat humans the way we treat bacteria. Setting 
aside the moral questions, some philosophers and social scientists have 
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thought that experimental methods are not useful (or of limited use) in the 
social sciences. John Stuart Mill famously argued against them in his  System 
of Logic  (Mill 1987 [1872], 70–1). Mill did not doubt that social phenomena 
were entirely determined by the actions of individuals, and he thought that 
there were laws (and thereby causes) of individual behavior. As we saw in 
 Chapter 6 , Mill was both an ontological and explanatory individualist. 
Nonetheless, he was skeptical about our capacity to isolate the causes of 
social phenomena. Th e root of the problem, he argued, was in the way that 
the causal factors combine and infl uence one another. Th e interactions are 
so complex that it is impossible to isolate a possible causal factor in the way 
demanded by experiment. 

 Mill’s concern applies to experiments conceived either as theory tests or 
as manipulation of causes. A test of a theory requires deriving a hypothesis. 
Our social theories have not developed to the point where we can derive 
predictions precise enough for meaningful experiments. Economics has the 
most precise theories, but economic predictions are notoriously fallible. 
When the predictions fail, we chalk it up to complexities of the interaction 
that are not captured by the theory. Considered as manipulations, on the 
other hand, experiments require the scientist to set up a situation where all 
other factors are fi xed. For large-scale social phenomena, it is impossible to 
fi nd controls that are exactly the same as the experimental group. Cultural, 
occupational, educational, and other kinds of diff erence will guarantee that 
any pair of real human groups will be diff erent from each other in more 
than one way. Short of morally impermissible isolation and control of people, 
it is impossible to shield the subjects from interference. 

 Th e foregoing argument has its strongest force when we are contemplating 
experimental manipulation of large-scale social phenomena. Th e experimental 
test of something like the democratic peace theory does indeed seem hopeless, 
unless the experimenter was omnipotent. Of course, experimentation on 
humans need not be so ambitious. Experimental programs in behavioral 
economics and social psychology have brought small numbers of people into 
laboratory settings. By screening subjects and then randomly assigning them 
to control and experimental groups, we can be somewhat confi dent that the 
experimental and control groups have similar backgrounds. And by carefully 
constructing the tests, we try to isolate diff erent causal factors from possible 
confounds. Th ese programs seem to have been successful, but laboratory work 
with humans has then been criticized on the opposite grounds: by isolating 
the system one is unable to identify the real causes of social events. Social 
phenomena arise because of the complex interactions among agents. Th e dif-
ferent causal capacities of agents, the mechanisms that have causal force, and 
so on, both cancel out and interfere with each other. Even if we could shield 
lab subjects from outside social infl uences, doing so we would only guarantee 
that our experiments were irrelevant to theorizing about the social world. 

 We can remove some of the sting of these objections to experimentation 
by rethinking the epistemology of experiments and their relationship to 
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theory. Looking at examples in the natural sciences, Ian Hacking argued 
that the relationship between theory and experiment had been misunderstood 
by philosophers of science (Hacking 1983). Experiments rarely test hypoth-
eses derived from theory, nor do they typically confi rm the causal mechanisms 
predicted by theory. Experimentation is often dedicated to the production 
of “eff ects” or “phenomena.” Philosophers should note that the word “phe-
nomenon” is not used as a synonym for “experience” in this literature. 
Phenomena or eff ects are events that experimenters learn to reliably repro-
duce. Th e shielding of the experiment from outside infl uences lets the 
experimenter expose one of the causal tendencies of the natural world. While 
experiments never occur without any prior theory, Hacking argued that the 
theories that infl uenced the experimenters were often wrong. Experimental 
production of phenomena requires as much engineering and ad-hoc tinker-
ing as it does theoretical understanding. Much of the diffi  cult and creative 
work in experimental science is oriented towards making the phenomenon 
more robust and reliable, as well as fi nding out what sorts of variation are 
relevant. 

 Hacking’s conception of experiments as the reliable production of phe-
nomena has been adopted by some proponents of experimentation in the 
social sciences. Th ere is a remarkable similarity between the production of 
eff ects in physical experiments and the experimental use of the prisoner’s 
dilemma, the trust game, or the ultimatum game. As we discussed in  Chap-
ter 5 , when game theoretical predictions were tested in the lab, real people 
did not conform to the demands of game theory. While these were initially 
treated as anomalies, experimenters soon turned to tinkering with the experi-
mental designs. Th ey found that the same results could be obtained under 
a range of conditions, and they fi gured out which variations infl uenced the 
outcome. Like the eff ects of physics, the phenomena discovered by behavioral 
economics become the subject of social scientifi c theories. Bicchieri’s theory 
of norms, discussed in  Chapter 7 , is a good example. In her work, we saw 
that the experimental results of behavioral economics were part of what the 
theory needed to explain. Th e capacities thought to underlie the experimental 
phenomena (such as pro-social attitudes) played an important role in Bic-
chieri’s account. Indeed, many—if not all—of the results of cognitive psy-
chology which we have discussed in this book can be interpreted as the 
creation of laboratory eff ects, which then become either something to explain 
or something to appeal to in explanation. 

 Quasi-Experiments and Randomized Controlled Trials 

 Whatever the virtues of isolating a system for study, it is clear that labora-
tories cannot be created for many of the social phenomena we would like 
to understand. Consider, for example, the question of whether classroom 
size has an eff ect on education achievement. Th is question has been debated 
since the early twentieth century. Th e fi rst large and systematic study, 
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 Th e Coleman Report,  used surveys to canvass over a half-million students 
and 60,000 teachers (Coleman  et al.  1966). Analyzed by linear regression 
models, the data showed that lower teacher–student ratios slightly raised 
student achievement. Th e eff ect of class size, however, was very small com-
pared to the eff ects of socio-economic factors. Since the economic background 
of an individual student does not cause her classroom to have a large or 
small number of students, the model for this causal relationship should be 
diagrammed as in   Figure 10.6  . Inferring that this is the causal structure that 
underlies the correlations, however, is diffi  cult because the independent 
variables are intertwined. Schools that had lower teacher–student ratios 
tended to be in districts where the students had more wealthy families. 
Th erefore, socio-economic status and student–teacher ratio variables will be 
correlated in the data. Th is means that the Causal Markov Axiom is violated, 
and the logic of Bayes Nets will not apply.    

 If we consider this problem from the point of view of an interventionist 
conception of causality,   Figure 10.6   is telling us that  if  we were to change the 
teacher–student ratio in a student’s classroom, and  if  that were the only change, 
then the student’s achievement would change. We could demonstrate the 
causal relationship by intervening on the teacher–student ratio (and on  only  
that variable). Th e problem is that we cannot intervene directly on an indi-
vidual. A particular eight-year-old student goes through the third grade only 
once. If we made him do it again, he would be a year older than the typical 
third grader, and he would be repeating material. We therefore cannot vary 
the teacher–student ratio for a given student. To solve this problem, we turn 
our attention from the individual student to a population of students. We 
divide students into two groups, and we provide each group with diff erent 

 Figure 10.6   Causes of Student Achievement
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teacher–student ratios. If this is to count as a legitimate intervention, then all 
other variables (except for the two we are investigating, class size and achieve-
ment) must be “held fi xed.” To satisfy this requirement, we need to make sure 
that there are no systematic diff erences between our two groups. We would, 
perhaps, make sure that the two groups are evenly matched for socio-economic 
factors. Any diff erence in performance would be attributed only to the dif-
ference in class size. And notice that when we have controlled for the other 
variables in this way, we make class size probabilistically independent of any 
other possible causes. Th erefore, the Causal Markov Axiom is satisfi ed and we 
 can  use a Bayesian justifi cation for causal inferences. 

 Th e common practice of dividing experimental subjects into two groups 
that diff er only with respect to the intervention variable is thus justifi ed by 
an interventionist account of causality (and the closely related Bayesian 
Network logic of causal inference). Th is underlying rationale for causal 
inference is experimental, but it does not require the isolation of a labora-
tory. Th e trick is to mimic the logic of laboratory experiments in the social 
environment. One of the most famous experimental studies of class size 
took place in Tennessee during the 1980s. Project STAR (Student–Teacher 
Achievement Ratio) involved more than 6,000 school children in classes 
from kindergarten to third grade. It divided children into two groups: classes 
of 13 to 17, and classes of 22 to 25. In this case, “dividing” the children 
did not involve moving them around. In each participating school, the 
classrooms were assigned so that some children went to small classes and 
others went to large classes. Th e experiment thus took place in a setting that 
was in every way a normal elementary school. Th e intervention tried to 
create a condition in which the only diff erence between the groups of stu-
dents was the size of their class. Th e study found that smaller classes had a 
signifi cant, positive eff ect on educational outcomes, and later phases of the 
study showed that it lasted beyond the early elementary school years. 

 Th e method of identifying two groups that diff er on just one variable 
does not require that the experimenters actually introduce the division or 
the intervention themselves. Th e interventionist conception of causality will 
be satisfi ed when there is no human intervention at all. Suppose there are 
two naturally occurring populations that are identical in all respects except 
two: the purported cause,  X,  and the outcome variable  Y.  Th e diff erence on 
 X  is the “intervention,” directly analogous to a change introduced by an 
experimenter. Nature is wiggling the  X  variable in the sense that the two 
groups exhibit a diff erence only with respect to  X.  And just as with a labora-
tory experiment, the fact that the two groups are otherwise identical means 
that  X  will be probabilistically independent of any variables which are not 
eff ects of  X.  Th is means that if  X  is correlated with  Y,  we may infer that  X  
is a cause of  Y.  Methods that try to discover causes in this way are known 
as “natural” or “quasi-” experiments. 

 Just as a laboratory experiment is reliable only to the extent that the 
system can be isolated from interference, a quasi-experiment is reliable only 
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to the extent that the independent variable ( X  ) is the only diff erence between 
the two groups. Obviously, no two groups of people will be  identical.  And 
fortunately, strict identity is not really necessary anyway. Nonetheless, in 
both laboratory and quasi-experiments, there are two kinds of situation with 
which the social scientists must be concerned, represented in   Figure 10.7  .    

 In either of the causal models in   Figure 10.7  , intervention could produce 
observed correlations between the  X  and  Y  variables; yet in neither is  X  the 
cause of  Y.  A situation like   Figure 10.7a   would arise if the intervention not 
only changed the independent variable, but also modifi ed a third variable 
( Z ). In Project STAR, this problem might have come about if the smaller 
classes also had better teachers ( Z ). Causal model 10.7b illustrates the prob-
lem of sample bias. Th e outcome variable is infl uencing the intervention in 
some way. In Project STAR, it might have arisen if a student’s test scores 
infl uenced the group into which they were placed. While that would be a 
rather blatant error in study design, similar situations arise which are more 
diffi  cult to detect. For example, if students were allowed to volunteer for 
small or large classes, or if teachers of the small classes were permitted to 
pick students, the small and large classes might start to diff er with respect 
to student aptitude. More highly motivated students might end up in smaller 
classes, and motivation is closely tied to the outcome being investigated. 
Once again, class size and achievement would have been correlated even in 
the absence of a causal relationship between them. 

 Project STAR protected against both of the problems mentioned above 
with randomization. Within a given school, both students and teachers were 
randomly assigned to large or small classes. Th e idea of randomization is 
that diff erences in teaching ability, scholastic aptitude, and any other potential 
cause will be evenly distributed. Th ey thereby become probabilistically inde-
pendent of the eff ect we are investigating (scholastic achievement, in the 
STAR case). Th e beauty of randomization is that we don’t need to guess 
about possible confounds or unintended biases. Th e method of a “random-
ized controlled trial” (RCT) implements randomization in a thoroughgoing 
way. In an RCT, the two groups—usually called “treatment” and “control” 
in this context—are entirely determined by random selection. RCTs have 
been widely used in tests of drugs and other medical treatment. When the 

 Figure 10.7  Confounded Interventions
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intervention is as simple as taking a pill, complete randomization of the 
study population is easy to achieve. Perhaps we just fl ip a coin for each 
subject to determine whether he or she is in the treatment or control groups. 
Th e coin fl ip makes the variable on which we are intervening (say, taking 
the pill) independent of all variables that might also infl uence the outcome. 
For this reason, RCTs are regarded as a particularly powerful way of iden-
tifying causes. 

 Experimentation in the laboratory, quasi-experiments, and RCTs use the 
same rationale for supporting causal inference. Th e diff erences among 
the methods have to do with the way in which they try to guarantee that 
the independent variable is truly independent. Randomization is one method 
for doing so, but it need not be applied as thoroughly as is done in an RCT. 
In the STAR study, the randomization occurred within schools, not within 
the entire population of elementary school students in Tennessee. Scrambling 
students from around the state into entirely new schools would not only 
have been impractical, it would have disrupted many of the things that 
already make education eff ective. In this case, the epistemically more robust 
choice was to maintain some of the diff erences among students (such as 
which school they attend) and randomize others. Th e lesson for social sci-
ence methodologists, then, is that internal validity is not guaranteed by 
insisting on particular techniques (like randomization), but by attending 
carefully to features of the context that disrupt the independence of a 
hypothesized causal variable. 

 10.4 Extrapolation and Social Engineering 

 Evidence-Based Policy 

 Th e questions about possible confounds and biases, which we have been 
discussing so far in this chapter, concern the  internal  validity of a study. A 
study has internal validity if it supports a robust causal inference about the 
experimental subjects, study population, or case. Th e questions of external 
validity concern whether the same causal mechanisms operate in other 
contexts. Why should we believe that the fi ndings of a case study will gen-
eralize to other cases? Why should we suppose that the knowledge gained 
about the artifi cial social system in a laboratory can be transferred to a real 
social system? Th e STAR project found that smaller class sizes increase 
scholastic achievement  in Tennessee,  but will they do so in New York? 

 In the last decade of the twentieth century, there was a new movement to 
improve the quality of the evidence on which governmental agencies or other 
institutions made decisions. “Evidence-based policy” became a buzzword, and 
a number of guides to evidence quality were published. Th ese guides rated 
RCT studies as the most reliable, with quasi-experimental and case studies 
falling second and third. If interpretive studies were included at all in these 
guides, their evidence was regarded as the weakest. Consider, for example, the 
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advice given by the U.S. Department of Education about evidence for educa-
tional policy. Educators are advised to adopt policies for which the evidence 
is strong in both “quality” and “quantity.” Strong quality is defi ned as “ran-
domized controlled trials that are well-designed and implemented” and strong 
quantity is defi ned as two or more RCTs in “typical school settings” that 
include “a setting similar to that of your schools/classrooms” (Coalition for 
Evidence-Based Policy 2003, v). Quasi-experimental designs are taken to show 
that the eff ectiveness of the intervention is possible, but needs to be confi rmed 
by an RCT. If neither RCTs nor quasi-experiments have been done, then “one 
may conclude that the intervention is not supported by meaningful evidence” 
(Coalition for Evidence-Based Policy 2003, v). 

 Th e Department of Education’s guide assumes that a well-conducted RCT 
has external validity. Th is assumption is not unreasonable. After all, the 
authors of the guide argue, if the RCT is well-designed, it will have discov-
ered a real causal relationship between the intervention and the outcome 
variables. If the relationship is causal, then presumably it is general. And 
that means that it will apply to similar cases. Th e catch, however, lies in the 
judgment of similarity. Systems similar in some ways will be diff erent in 
others. If the new situation is diff erent in the wrong ways, then the cause 
will not be operative in the situation where we want to implement the new 
policy. Th e right sort of similarity, of course, is the one where  the same causes  
are operative. So, we come back to the question: How do we know that the 
situation in which we want to make policy is subject to the same causes as 
our test case? 

 We can get a bit of purchase on this question by considering the notion 
that particular causal relationships depend on a local causal system, or 
nomological engine. Just as the causal relationship in a bank transaction 
(cf. Section 10.1) depends on an underlying system, the relationship between 
classroom size and achievement depends on a particular institutional arrange-
ment. For example, students are in classes fi ve days a week with the same 
teacher, schooling is mandatory, classes are separated by age, and so on. 
Nancy Cartwright has argued that as a result of the way that causal relation-
ships depend on underlying systems, causal relationships discovered in the 
social sciences are both  local  and  fragile.  Th ey are local in the sense that they 
hold only when the system is in place to support the causal relationship. 
And the causal relationship is fragile in the sense that trying to make a 
change in the causal relationship often makes many other changes. Policy 
changes and interventions may thus disrupt the very thing they set out to 
promote. Given this background, the earlier question of similarity can be 
made more precise as two questions: Does the context in which we want 
to implement the result of an RCT share the same underlying causal system? 
And can we make the policy change without disrupting the system that 
supports the causal relationship we want to promote? 

 Th ere is some reason to think that RCTs are particularly  poor  resources 
when we need to decide whether to implement a new policy. Th e 
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epistemological strength of the RCT—randomization—is the practical weak-
ness. Randomization of the study population into control and treatment 
groups insulates the study variables from all other causes, known and 
unknown. Possible confounds or biases, which might produce a correlation 
in the absence of causation, are thus screened off . By the very study design, 
then, we know nothing about the system that makes the causal relationship 
possible. Nor do we know anything about the ways in which the policy we 
intend to implement might interfere with other aspects of the system. For 
example, in 1996 the State of California tried to implement the results of 
the Project STAR on a massive scale. To do so, they had to increase the 
number of kindergarten through third grade teachers by 46 percent. Th e 
high demand meant that many of the new teachers were not fully qualifi ed. 
After the program was implemented, there was no clear eff ect of reduced 
class size. It is likely that the lowered instructional quality off set the gains 
of small classrooms (Bohrnstedt and Stecher 2002). Th e Project STAR used 
only fully qualifi ed teachers, and then randomized classroom assignment. 
Th e study design screened off  possible confounds, but it also screened off  
aspects of the underlying system relevant to policy implementation. 

 One might argue, then, that contrary to the advice of the evidence-based 
policy guides, quasi-experiments and case studies are  superior  to RCTs as 
evidence for policy implementation. In quasi-experiments and case studies, 
the investigators have to make careful determinations about what kinds of 
confounds and biases might be present. Th is requires, as we have seen, some 
understanding of the larger social system under study. We therefore know 
which aspects of the underlying system have been controlled for, and we 
can use this as a basis for judging whether the target system is relevantly 
similar to the study population. Once again, however, the strength of quasi-
experiments and case studies hides a weakness. We are beholden to the 
imagination and knowledge of the social scientists who designed the study. 
If they failed to foresee a possible confound or bias, the correlations will 
not refl ect the underlying causal relationship. We return, then, to the point 
that has recurred throughout our discussions of methodology. Th e reliability 
of an inference based on evidence depends on the adequacy of the wider 
understanding of the social system under study. In the case of causal infer-
ence, the importance of mechanism is foregrounded. Th e external validity 
of RCTs, case studies, and quasi-experiments depends on knowing the limits 
of the underlying causal system. Knowledge of this underlying system is 
precisely what proponents of mechanism were emphasizing. 

 The FCC Auction 

 Th e technological world of the twenty-fi rst century is ample testimony to 
our ability to transfer experimental knowledge of natural causes to the messy 
and complex world outside the lab. Our record of success with social engi-
neering, by contrast, is dismal. One might suppose that this confi rms Mill’s 
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conclusion that social phenomena are just too complicated to be approached 
mechanistically. Even if we could identify the underlying causal capacities 
of the social world, their interactions are just too complex to yield to experi-
mental knowledge. An apparent counter-example to this narrative of despair 
is the design and implementation of a process for auctioning the radio 
spectrum by the United States Federal Communications Commission (or 
FCC). In this case, economists were able to use a combination of theoretical 
modeling and laboratory experiment to design a functioning social institu-
tion. Because of its success in the face of overwhelming real-world complexity, 
the FCC auction has been much discussed by philosophers of the social 
sciences. It appears to be a case where economists were able to successfully 
extrapolate from laboratory results to the real world, thus demonstrating—
 pace  Mill—that knowledge of large-scale social phenomena can be based on 
a mechanistic knowledge of the parts. 

 Th e challenge facing the U.S. Congress and the FCC in the late 1980s 
and early 1990s was to design an auction for licenses to segments of the 
radio spectrum. Th e growth of cell phones and similar devices had increased 
demand by telecommunications companies. Among other desiderata, they 
wanted a market that was effi  cient in the sense that the products were sold 
to the companies who most valued them at the highest price those companies 
would be willing to pay. Markets at equilibrium are effi  cient in this sense, 
but this situation was not a normal market. In the terminology of econom-
ics, the licenses exhibited “complementarity.” Owning the licenses to two 
contiguous regions, for example, might be more valuable than the sum of 
the two individual licenses owned separately. In economic models, markets 
with strong complementarities tend to be unstable and to lack a unique 
equilibrium. Complementarity is just the kind of complexity that was wor-
rying Mill. Knowledge of the parts (the value of individual licenses to the 
telecommunications companies) is insuffi  cient for knowledge of the whole 
(the value at auction). 

 In designing the spectrum auction, the theorists were presented with a 
problem that had no known theoretical solution. Because of the comple-
mentarities and other complexities of the telecommunications license envi-
ronment, there was no way to derive the structure of an effi  cient auction 
system from theoretical principles. As a result, they took a piecemeal 
approach, which relied on both theory and experimentation. Th eoretically, 
they used game theory to model specifi c parts of proposed systems. Th ese 
models were the basis for arguments that some possible auction systems 
would give rise to strategic interactions with ineffi  cient equilibria. For exam-
ple, as modeled by game theory, it appeared that some auction systems 
permitted free riders. Game theory was thus being used not as a set of 
axioms from which a single best solution could be derived, but as a toolkit 
for modeling local parts of a larger system. 

 Experiments aided the development of the spectrum auction rules in dif-
ferent ways at various phases of the project. Early on, experimental “test 



264 Methodologies of Causal Inference

beds” were created to exemplify simplifi ed models of diff erent model auction 
systems. By running laboratory versions of the auctions, the experimental 
economists were able to determine the basic properties of their mechanisms. 
Th ey were also able to determine the relative advantages and limitations of 
the diff erent auction models. Once a specifi c auction system was under 
development, experiments on this system identifi ed a number of problems 
that had not (and perhaps could not have) been anticipated by the theorists. 
Th e participants interpreted and used the rules in creative ways. Moreover, 
the rules would interact unexpectedly. Experiments with trial versions of the 
auction rules revealed a number of implementation issues that had to be 
resolved by the fi nal auction system. Once the spectrum auction was actually 
underway in 1994, the experimenters continued to monitor the results. By 
comparing their experimental trials of the full system with the actual results, 
they could evaluate the performance of the real auction. 

 Breaking the Extrapolator ’ s Circle 

 Th e 1994 FCC spectrum auction was hailed as a success for both game theory 
and experimental economics. It appears to be a case where social scientists 
solved the problem of extrapolation (or external validity): they successfully 
exported knowledge from the lab to the “real world.” Th e problem of external 
validity has a number of proposed solutions. What is the best way to under-
stand the success of the FCC spectrum auction? In this section and the next, 
we will consider three possible accounts of how experimental knowledge (and 
causal modeling in general) can be transferred to real-world contexts. As we 
will see, much depends on how one thinks about the topics we have been 
discussing through the last two chapters: causality, mechanisms, modeling, 
and experimentation. (And note that while we will be focused on experiments 
in this section, very similar arguments could be given to justify or challenge 
extrapolation from any case study or causal model.) 

 First, suppose one accepts the arguments of Section 10.3 that a laboratory 
experiment creates a reliable experimental phenomenon. Experimental phe-
nomena are supposed to expose the elements of social mechanisms. On this 
sort of view, the challenge is to predict how these mechanisms will behave 
in less sheltered, natural environments. One plausible account of the infer-
ence from experiment to real social systems relies on analogy. Th e form of 
the argument is something like this: In the laboratory, mechanism  X  is 
responsible for the system-level phenomenon  Y;  in the social world, we 
observe the system-level phenomenon  Y;  therefore mechanism  X  is responsible 
for  Y  in the social world. Th e strength of the analogy depends on whether 
there are factors that make the social system diff erent from the laboratory 
system. In the social world are there factors other than  X  that might be 
responsible for  Y?  Is there anything that would suppress or block the eff ects 
of  X?  Th ese questions ask about the similarity between lab and social world, 
and insofar as the two are similar, the argument is strengthened. 
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 An important challenge to this fi rst account of how we can extrapolate 
from experiment to the social world is what Daniel Steel called the “extrapo-
lator’s circle” (Steel 2008). Th e strength of the analogy depends on the 
similarity between the laboratory phenomenon and the social system. Hence, 
the analogy could be known to be strong only if we knew the properties of 
both the laboratory phenomenon and the social system. But, of course, we 
 don’t  know the properties of the social system. Th at’s why we do social sci-
ence. So, we could use analogy to extrapolate only if we already know what 
we are trying to discover. Proponents of analogy recognize this, and emphasize 
that any inference from experiment to social system is an empirical hypoth-
esis, which needs to be tested. Moreover, social scientists are not completely 
ignorant of the properties of social systems, and therefore they can have 
some justifi cation for the initial analogy. It is a program of social scientifi c 
research to determine what sort of additional factors might be present in 
the social system that would disrupt the analogy. 

 Proponents of the second view of extrapolation are unconvinced by the 
idea that experimentation can identify the specifi c causal mechanisms of the 
social world. For instance, one might hold a capacity view of causation, and 
think that all of the real causal capacities are natural, not social. In other 
words, there are no social capacities, only natural capacities. Social systems 
might be nomological engines built from only natural parts. On this second 
view of extrapolation, experimentation shows how to manipulate particular 
social mechanisms, and our ability to manipulate them does not depend on 
an accurate understanding of their internal composition. In defense of this 
idea, one might point out that the FCC auction ultimately ran simulations 
of the complete auction system. What made the auction successful was not 
an analogy between lab phenomenon and a social system, but the creation 
of a social system. Th e experiments showed that a whole system would 
function in a particular way, not that it worked via a particular mechanism. 
Against this interpretation, one might point out that the early experiments 
were diff erent from the later simulations. Th e FCC design built upon stable 
phenomena that were well established by experiment. Also, since the mecha-
nism in this case was a set of rules (the rules that defi ned the auction), the 
FCC did know that the mechanism in the lab (both earlier and later) was 
the same as the mechanism of the real auction. 

 Performativity and Social Engineering 

 It is remarkable that in the FCC spectrum auction, economists created a 
whole institution. In this way, social experimentation might appear diff erent 
from natural experimentation. Creating an eff ect or phenomenon in a physi-
cal experiment is very diff erent from engineering a device that works. Th e 
Monroe eff ect, for example, is a reliable experimental phenomenon that 
concerns the shape of shockwaves from an explosion. A solid explosive with 
a depression or dent in its surface will propagate a shockwave in the 
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direction of the dent. Th is eff ect is fundamental for designing armor-piercing 
shells. But by demonstrating the Monroe eff ect in the lab one has not thereby 
made a torpedo. On the other hand, by demonstrating the spectrum auction 
in the lab, the FCC did make an auction. Insofar as experimentation and 
theoretical modeling are used for social engineering, one might think, they 
are phases in the direct creation of social institutions. Th e notion of “external 
validity” is thus the wrong way to frame the issue. External validity presup-
poses that we possess laboratory knowledge and wonder whether it truly 
describes the real world. On the contrary, perhaps the process of applying 
social scientifi c knowledge is less like comparing theory to observation and 
more like tinkering with the shape of a torpedo so that it will sink a battle-
ship. Th is thought is the basis for a third, more radical approach to the rela-
tionship between experiments and social systems, sometimes called the 
“performativity thesis.” 

 According to the performativity thesis, social scientists act to make the 
social world more like their models. Th ey are not describing an independent 
reality; they are creating the reality they describe. In  Chapter 3  we discussed 
the ways in which people adopt social categories and make them real. Th is 
is the “looping” character of human kinds. As we noticed in the earlier 
discussion, many categories are derived from social scientifi c theory—the 
way in which the anthropological concept of culture has been adopted by 
indigenous peoples is a prominent example. Th e project of designing an 
economic system like the spectrum auction is an especially clear example of 
the design and implementation of a social mechanism. Th e FCC intention-
ally created a system of rules to be taken up and applied. Th ere are also 
many in-between examples, for instance in criminology, educational studies, 
or political science, where the social sciences create models that become 
norms or rules for behavior. Th e adoption of any category or norm will 
require social decision making (either explicit or implicit), and therefore 
there will be aspects of the uptake that will be political. Th e performativity 
of the social sciences, then, is another way in which they are value-laden 
(cf.  Chapter 2 ). 

 In its strong form, performativity is rather controversial. Insofar as it 
would deny that social scientifi c theories are descriptive, it denies that they 
are true or false. Like promises, social scientifi c theories create what they 
describe. Promises are successful or unsuccessful, not literally true or false. 
In response, a performativity theorist can point out that not just any social 
scientifi c model can be successfully taken up. When the goal is explicitly 
social engineering, models, computer simulations, case studies, and experi-
ments are used to fi nd designs that are likely to work. Whether they work 
is not just a matter of the power or prestige of the scientists. Th eoretical 
modeling and the related empirical methods are thus, one might argue, 
getting at something. And the fact that they “get at something” needs to be 
part of our picture of the social sciences. If arguments like these are used 
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to soften the more strident claims about social scientifi c performativity, then 
there may be a possible  rapprochement  among the three diff erent views we 
have been discussing. We might admit that performativity is an important 
dimension of the social sciences, especially those that lie close to issues of 
policy. At the same time, it is important that the models built by the social 
sciences be based on evidence. Th is latter point means that we cannot ignore 
the epistemic questions of how models are developed and tested by methods 
like case study and experimentation. 

 10.5 Chapter Summary 

 Th is chapter considered three diff erent social scientifi c approaches to the 
epistemology of causal inference: causal modeling, case studies, and experi-
mentation. Th e Bayesian Network approach is a very powerful way to use 
probabilistic relationships to narrow the range of possible causal models that 
might explain an observed correlation. In ideal cases, only one possible causal 
model is possible, given the data. Real evidence is messy, however, and Bayes 
Nets can run into trouble when causes are unanticipated by the social sci-
entist. Also, as Cartwright argued, the causal relationships discovered by 
Bayesian Network analysis often depend on the existence of a larger causal 
system. Th is is an important reminder that causes in one domain may not 
transfer to another. 

 One of the limitations of Bayesian Networks is that they require a pre-
determined set of variables. Before the logic of inference can begin, the social 
scientist must already have determined what the possible causes might be. 
If we do not already know the causes, how do we know that we are measur-
ing the right variables? Case study methods respond to this problem by 
taking an intensive look at a small number of events, social structures, or 
institutions. Proponents argue that by carefully tracing the chain of events, 
the relevant causes can be identifi ed. Moreover, case studies make it possible 
to discover mechanisms that are invisible to the surface correlations because 
they cancel out in the aggregate. Th e uniqueness of the case study creates 
its own epistemological challenges. How can causal generalizations be based 
on the study of one case? Here, we found that the interventionist and capac-
ity theories were a helpful way to think about the causes discovered in a 
case study. If the boundaries of the underlying causal system are known, 
causal relationships can be discovered without a large number of instances. 
Of course, this means that the case study will always rely heavily on knowl-
edge external to the case. But in this way, arguably, case studies are like all 
other scientifi c inquiries. 

 Experimentation is a well-known way to identify causes, and in recent 
years experimentation has become a more prominent method in the social 
sciences. However, the way that social phenomena mutually infl uence each 
other, creating phenomena like economic complementarities, has been used 
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as an argument against experimentation in the social sciences. Any causes 
isolated in the laboratory are unlikely to be found in the social world. In 
Section 10.3 we saw that this objection can be met, at least in part, by 
rethinking the epistemology of experimentation. Rather than tests of theory, 
experiments aim to reliably produce “eff ects.” Th e question is then whether 
and how knowledge of such eff ects can be used to understand the mecha-
nisms of the social world. Quasi-experiments and randomized controlled 
trials rely on an epistemology similar to experiments, but use diff erent ways 
to isolate potential causes. In general, we have found that these experimental 
methods are better conceptualized in terms of an interventionist or capacity 
view of causality than in empiricist terms. 

 All methods of identifying causal relationships in the social sciences face 
the problem of extrapolation (or external validity). Once we have identifi ed 
a causal relationship in a particular case, or in a laboratory setting, what 
gives us confi dence that the cause is operative in other contexts? Extrapola-
tion depends on the new context being similar in the relevant way, but 
determining whether the context is similar seems to require that we already 
know the relevant causal features of the context. In Section 10.4 we saw 
three ways to break out of the extrapolator’s circle: reasoning by analogy, 
limiting inference to the same underlying causal system, and performativity. 
Th e last, performativity, is less a way of breaking out of the circle than dis-
solving the problem entirely. It makes the radical suggestion that at least 
some social scientifi c research is the direct creation of social reality, rather 
than its representation. Th is thought brings us full circle, back to the ques-
tions of how social science and social policy are related. 

 Discussion Questions 

 1. Consider the following correlations. Imagine as many possible 
causal models as you can to explain the observations. Use DAGs 
to diagram the models. What variable would you measure or 
intervene upon to rule out one of the possible models? Why would 
the model be ruled out? 

 a . In all elementary schools, there is a positive correlation between 
height and reading ability. Taller children read better. 

 b. Famine is very rare in democracies. Th ere is a negative correla-
tion between famine and democracy. 

 c . Th e correlations between violent media and aggression 
described in Section 3.1. 

 2. Is there an important diff erence between the  discovery  of social 
scientifi c theories and their  justifi cation?  Should case studies be 
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treated as only the means of discovering possible variables to measure 
in a later correlational study? 

 3. Evaluate Mill’s claim that human society is too complex for experi-
mental methods to be useful. 

 4. In what ways are quasi-experiments  unlike  laboratory experiments? 
Does this make quasi-experiments stronger or weaker, epistemologi-
cally speaking? 

 5. Compare laboratory experiments, quasi-experiments, and RCTs 
with respect to internal and external validity. What are the similar 
challenges that they all face? Where are some designs stronger or 
weaker? 

 6. Is performativity restricted to economics, or could the results of 
other social scientifi c disciplines also be made true by our under-
taking the descriptions? How is this related to Hacking’s looping 
eff ects (discussed in Section 3.4)? 
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